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ABSTRACT

Inspired by the important result that the space of cusp forms is generated by Poincaré sums, a triple system \((\mathcal{G}, (G, M))\) is proposed in general and we are interested in whether analogous results hold in other circumstances. First I consider the case \((\mathcal{G}, (\text{SL}_m(\mathbb{Z}), \text{sl}_m(\mathbb{Z})))\) with \(\mathcal{G}\) a cyclic group. In order to compute it, I generalize the core theorem in Gauss theory of quadratic forms from quadratic extensions to \(n\)-dimensional algebraic extensions and from over the integers to over any ring of integers which is a PID. By that generalization, I get analogous results to that of cusps forms for good cocycles. Second I consider the case \((\mathcal{G}, (\Gamma(N), M))\) with \(\mathcal{G}\) a cyclic group and the congruence subgroup \(\Gamma(N)\) in \(\text{SL}_m(\mathbb{Z})\). In order to compute it and others which might occur in the future, I generalize that core theorem in Gauss theory of quadratic forms even more to what I call polynomial cohomology. Third I consider the case \((\mathcal{G}, (\mathcal{O}^\times, \mathcal{O}))\) to explore more about the circumstance with \(\mathcal{G}\) infinite, where \(\mathcal{G}\) is the universal covering group for the elliptic curve \(E_\tau\) associated with an element \(\tau\) in the upper half plane and \(\mathcal{O}\) is the ring of holomorphic functions over \(\mathbb{C}\). From the results there for the elliptic curve case and those for the original modular form case, I try to formulate a good definition for a triple system when \(\mathcal{G}\) is countable. Under that definition, in that elliptic curve case, we get analogous results to that of cusps forms for all the cocycles.
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1 Introduction

One important result about modular forms is that the space of cusp forms is generated by Poincaré sums ([7]). Inspired by it, Ono proposes a setting of a certain triple system \((\mathcal{G}, (G, M))\) ([24]), which is more general than the one proposed by Shafarevich ([28]) and Ono ([21]). Under that setting, the result mentioned above about cusp forms becomes the statement that \(M_c\) is generated by Poincaré sums.

It is then interesting to know if similar phenomenon occurs in other circumstances. In finite Galois extension case, Ono has settled that problem ([21], [22], [13], [23]), while I consider it for the case of cyclic actions of a matrix and the case of elliptic curves over \(\mathbb{C}\). I will explain them in more detail later.

Now I introduce the triple system \((\mathcal{G}, (G, M))\). Let \(G\) be a group and \(M\) be a left \(G\)-module. Consider a finite group \(G\) which acts naturally on \((G, M)\). In other words, we assume that \(G\) is a left \(G\)-group, \(M\) is a left \(G\)-module so that \(\sigma sx = \sigma s \sigma x, \forall \sigma \in \mathcal{G}, s \in G, x \in M\). Define the cohomology set \(H^1(G, G)\) to be the quotient \(Z^1(G, G)/\sim\), where \(Z^1(G, G) = \{c : G \to G|c_{\sigma \tau} = c_{\sigma}c_{\tau}, \forall \sigma, \tau \in \mathcal{G}\}\) is the set of cocycles, and the equivalence relation \(\sim\) is defined as: \(c \sim c' \iff \exists u \in G, \text{ such that } c'_{\sigma} = u^{-1}c_{\sigma}u, \forall \sigma \in G\). Moreover, for a cocycle \(c\), we associate two \(\mathbb{Z}\)-modules as the following:

\[M_c = \{x \in M : c_{\sigma}x = x, \forall \sigma \in \mathcal{G}\}\]

and

\[P_c = \left\{p_c(x) = \sum_{\tau \in \mathcal{G}} c_{\tau}x, x \in M \right\}\]

It is easy to see that \(P_c\) is the submodule of \(M_c\) generated by Poincaré sums. Moreover, \(M_c/P_c\) depends only on the class of \(c\), i.e., \(M_c/P_c \simeq M_{c'}/P_{c'}\) if \(c \sim c'\). For \(c = 1\), we get \(M_1 = M^G, P_1 = N_GM\) and \(M_1/P_1 = M^G/N_GM = \hat{H}^0(\mathcal{G}, M)\). Thus for a general \(\gamma = [c] \in H^1(G, G)\), we can think of \(M_c/P_c\) as \(\hat{H}^0(G, M)_\gamma\), the Tate group twisted by \(\gamma\).

To investigate the triple system in other circumstances, it is very natural to begin with a cyclic group \(\mathcal{G}\). So first I examine a triple system \((\mathcal{G}, (G, M))\) with \(\mathcal{G} = \langle \theta \rangle\), a cyclic group of order two. Now let \(G = \text{SL}_2(\mathbb{Z})\), and \(M = \text{sl}_2(\mathbb{Z})\), the Lie algebra of \(G\). Let \(G\) act on \(M\) by conjugation, \(g \circ x = gxg^{-1}, \forall g \in G, x \in M\). And the action of \(\mathcal{G}\) on \(M_2(\mathbb{Z})\) is
given by:
\[ \theta x = x^*t = \begin{pmatrix} d & -c \\ -b & a \end{pmatrix}, \text{ if } x = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in M_2(\mathbb{Z}) \]

where \( x^* \) is the companion matrix of \( x \), and \( x^t \) is its transpose.

In this case, we can get that \( H^1(G, G) = \{ c \in G | c = c^t \}/\sim \), where the equivalence
relation is given by congruence in \( G \). Then by the well-known core theorem of Gauss theory
of quadratic forms in [6], which we will refer to as Gauss Correspondence (or abbreviated as
G.C.), \( H^1(G, G) \) can be calculated out as \( \{ [I], [-I] \} \). Thus we only need to compute \( M_c/P_c \)
for \( c = I, -I \). Those computations are easy, and we can get \( M_c/P_c = 1 \), for \( c = I \) or \( -I \).

\( M_c/P_c = 1 \) means that \( M_c \) is generated by Poincaré sums, so we get the desired result
in this case. What about it in a more general case, say \( (G, (\text{SL}_m(\mathbb{Z}), \text{sl}_m(\mathbb{Z}))) \) where \( G \) is any
cyclic group and \( m \) is any integer? When I explore in that direction, I find myself in a posi-
tion to generalize the Gauss Correspondence, otherwise I will have difficulty in calculating
\( H^1(G, G) \). So I generalized it to fit my need, and that new generalization problem seems to
me more interesting and important than the one above about \( (G, (\text{SL}_m(\mathbb{Z}), \text{sl}_m(\mathbb{Z}))) \).

Actually I feel like that the Gauss Correspondence is a somewhat artificial and inflexible
statement, although it is well-known and ingenious. I wonder why one does not try to find
a more natural rule behind it.

Recently Manjul Bhargava ([1]) generalized the Gauss composition theory of quadratic
forms to higher degree forms which involves three-dimensional boxes, not (two-dimensional)
matrices. Actually, his equivalence relation is no longer given by congruences but by actions
of certain matrix groups. His method, however, does not work for algebraic extensions of
degree more than five. So I have not been satisfied with his generalization.\(^1\)

After studying the paper [1] for some time, I find that G.C. is actually a special case of
Latimer-MacDuffee-Taussky Theorem (see [12], [29]) (or LMT Theorem, for short). This
generalization works for any algebraic number field and is much closer to the original G.C.
than the method in [1].

Now let me introduce my work on the generalization. First remind you the well-known
Gauss Correspondence. Let \( m (\neq 0, 1) \) be a square-free integer and \( K = \mathbb{Q}(\sqrt{m}) \). Denote
by \( \Delta_K \) the discriminant of \( K \), by \( I_K \) the group of fractional ideals of \( K \), by \( P_K \) the subgroup
of principal ideals in \( I_K \) and put \( P^+_K = \{ a = (\alpha) \in P_K : N_{K|\mathbb{Q}}(\alpha) > 0 \} \). Then we define

\(^1\)I express my thanks to Professor Qiao Zhang for telling me the existence of [1].
$H_K = I_K/P_K$, $H_K^+ = I_K/P_K^+$. $H_K$ is the ideal class group of $K$ and $H_K^+$ is the ideal class group of $K$ in the narrow sense.

A quadratic form is a form $f(z) = ax^2 + bxy + cy^2$ with $a, b, c \in \mathbb{Z}$, where $z = (x, y)^t$. Its discriminant is defined as $\Delta_f = b^2 - 4ac$. An equivalence relation $\sim$ is defined on the set of all quadratic forms as the following: for any two quadratic forms $f$ and $g$, $f \sim g$ if and only if $\exists \gamma \in SL_2(\mathbb{Z})$, such that $g(z) = f(\gamma z)$.

Consider the following quotient for a fixed quadratic field $K$:

$$Q(\Delta_K) = \left\{ f = ax^2 + bxy + cy^2 : a, b, c \in \mathbb{Z}, \Delta_f = \Delta_K(f > 0 \text{ if } \Delta_K < 0) \right\} / \sim$$

Then the Gauss Correspondence can be expressed as:

**Theorem 4.1.1.** (Gauss, [6]) There is a bijection $i_K : H_K^+ \sim \tilde{Q}(\Delta_K)$.

How to generalize this theorem? First it is obvious that any quadratic form $ax^2 + bxy + cy^2$ is associated with a matrix

$$\begin{pmatrix} a & b \\ b & c \end{pmatrix}$$

So if we let $f(t) = t^2 - pt + q$ be an irreducible polynomial in $\mathbb{Z}[t]$ with discriminant $\Delta_f = p^2 - 4q$, then $\tilde{Q}(\Delta_K)$ can be rewritten as

$$\tilde{Q}(f) = \left\{ A = \begin{pmatrix} a & b \\ b & c \end{pmatrix} \in M_2(\mathbb{Q}) : \det(A) = -\frac{\Delta_f}{4}, (A > 0 \text{ if } \Delta_f < 0) \right\} / \sim$$

for $f(t) = t^2 - m$, when $m \equiv 2, 3 \pmod{4}$, and for $f(t) = t^2 - t + \frac{1-m}{4}$, when $m \equiv 1 \pmod{4}$, where the equivalence relation $\sim$ is given by congruence in $SL_2(\mathbb{Z})$, i.e., for $A, B \in M_2(\mathbb{Z})$, $A \sim B$ if and only if $\exists T \in SL_2(\mathbb{Z})$, such that $B = TAT^t$. We also define two other equivalence relations $\sim$ and $\sim$ on $M_2(\mathbb{Z})$ as the following: $\forall A, B \in M_2(\mathbb{Z})$, $A \sim B$ if and only if $\forall T \in SL_2(\mathbb{Z})$, such that $B = TAT^{-1}$, and $A \sim B$ if and only if $\exists T \in GL_2(\mathbb{Z})$, such that $B = TAT^{-1}$.

Then here comes the breakthrough:

**Theorem 4.3.1.** If $f(t) = t^2 - pt + q$ is an irreducible polynomial in $\mathbb{Z}[t]$, then there is a bijection $\lambda$:

$$\left\{ A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in M_2(\mathbb{Z}) : f(A) = 0, (b > 0 \text{ if } \Delta_f < 0) \right\} / \sim \sim \tilde{Q}(f)$$ (1)
The map $\lambda$ is given by $\lambda([A]) = [(A - \frac{t}{2})J^{-1}]$, for any $[A]$ in the left hand side of (1), where $J$ is the matrix $\begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}$. It is just a linear transformation.

Theorem 4.3.1 is quite simple, but it has far reaching impacts. It tells us that, skewed after a linear transformation, $\tilde{Q}(\Delta_K)$ can be viewed as the set of matrix solutions of an irreducible polynomial, a totally new point of view of quadratic forms.

By the Latimer-MacDuffee-Taussky Theorem 2 ([12], [29]), we know there is a bijection between $\{A \in M_2(\mathbb{Z}) : f(A) = 0\}/\sim$ and $H_K$ when $m \equiv 2, 3 \pmod{4}$ and $f(t) = t^2 - m$, or when $m \equiv 1 \pmod{4}$ and $f(t) = t^2 - t + \frac{1 - m}{4}$. The bijection map is induced by assigning a matrix to the ideal generated over $\mathbb{Z}$ by the entries of its eigenvector. Combining it with Theorem 4.3.1 above, we find another way to get the Gauss Correspondence. Although there is some sign difference between the map we get and the one Gauss used, they are essentially the same. However, the new point of view of Gauss Correspondence allows us to generalize it to higher degree algebraic extensions and over any ring of integers which is a PID.

I will introduce the LMT Theorem in more generality. Let $k$ be a number field (local or global), and $\mathcal{O}_k$ be its ring of integers. Introduce two equivalence relations on $M_n(\mathcal{O}_k)$ as follows: $\forall A, B \in M_n(\mathcal{O}_k)$, $A \sim B$ if and only if $\exists T \in \text{GL}_n(\mathcal{O}_k)$ such that $B = TAT^{-1}$, and $A \not\sim B$ if and only if $\exists T \in \text{SL}_n(\mathcal{O}_k)$, such that $B = TAT^{-1}$, where $\text{GL}_n(\mathcal{O}_k) = \{X \in M_n(\mathcal{O}_k) : \det(X) \in \mathcal{O}_k^\times\}$, and $\text{SL}_n(\mathcal{O}_k) = \{X \in M_n(\mathcal{O}_k) : \det(X) = 1\}$.

For a fixed monic irreducible polynomial $f \in \mathcal{O}_k[t]$ of degree $n$ over $k$, consider $M_n(\mathcal{O}_k; f) = \{A \in M_n(\mathcal{O}_k) : f(A) = 0\}$, and define $\tilde{M}_n(\mathcal{O}_k; f) = M_n(\mathcal{O}_k; f)/\sim$, $\tilde{M}_n^+(\mathcal{O}_k; f) = M_n(\mathcal{O}_k; f)/\tilde{\mathbb{Z}}$.

On the other side, let $\theta \in \overline{\mathcal{O}_k}$ satisfying $f(\theta) = 0$, where $\overline{\mathcal{O}_k}$ is an integral closure of $\mathcal{O}_k$. Take $K = k(\theta)$, let $\mathcal{O} = \mathcal{O}_K[\theta]$ be an order in $\mathcal{O}_K$, and denote by $I_{\mathcal{O}}$ the set of all integral ideals of $\mathcal{O}$. Introduce an equivalence relation in $I_{\mathcal{O}}$ as follows: for any $a, b$ in $I_{\mathcal{O}}$, $a \sim b$ if and only if $\exists \alpha, \beta \in \mathcal{O}, \alpha \neq 0, \beta \neq 0$, such that $\alpha a = \beta b$. Then define $\tilde{I}_{\mathcal{O}} = I_{\mathcal{O}}/\sim$. It is the ideal class group $H_K$ when $\mathcal{O} = \mathcal{O}_K$.

**Theorem 4.2.1.** (Latimer-MacDuffee-Taussky, [12], [29]) If $\mathcal{O}_k$ is a PID, then we have a bijection $\varphi : \tilde{M}_n(\mathcal{O}_k; f) \sim \tilde{I}_{\mathcal{O}}$.

Using this theorem, we can generalize the Gauss Correspondence.

\(^2\text{Thanks a lot to my advisor Prof. Takashi Ono for telling me the LMT theorem.}\)
Let $P \in M_n(O_k)$ with $f(P) = 0$ be a fixed matrix, then we have the following:

**Theorem 4.4.1.** There is an exact sequence of pointed sets:

$$1 \to C_P(SL_n(O_k)) \xrightarrow{i} C_P(GL_n(O_k)) \xrightarrow{\delta} O_k^\times \xrightarrow{\delta} \tilde{M}_n^+(O_k; f) \xrightarrow{i} \tilde{M}_n(O_k; f) \to 1$$

where $C_P(SL_n(O_k))$ and $C_P(GL_n(O_k))$ are the centralizers of $P$ in $SL_n(O_k)$ and $GL_n(O_k)$ respectively, and we consider $[P]$ as the distinguished element in both $\tilde{M}_n^+(O_k; f)$ and $\tilde{M}_n(O_k; f)$ when we talk about its exactness. Moreover, when $O_K = O_k[\theta]$, we have a bijection $i_f$:

$$\tilde{M}_n^+(O_k; f) \xrightarrow{\sim} O_k^\times / N_K O_K^\times \times \tilde{M}_n(O_k; f)$$

So if in addition, $O_k$ is a PID, by LMT, $i_f$ becomes

$$\tilde{M}_n^+(O_k; f) \xrightarrow{\sim} O_k^\times / N_K O_K^\times \times H_K$$

Theorem 4.4.1 generalizes the Gauss Correspondence from quadratic extensions to $n$-dimensional algebraic extensions, and from over the integers to over any ring of integers which is a PID. One can then verify the classical Gauss Correspondence from Theorem 4.4.1. (It is not so straightforward, and we need some proof there.)

Equipped with the generalization of Gauss Correspondence, we can now turn back to the general case $(G, (SL_m(Z), sl_m(Z)))$ where $G$ is any cyclic group and $m$ is any positive integer. To be more specific, I consider the cyclic action of a matrix on a matrix algebra by conjugation, which generalizes the case we talked about before, where $G$ is cyclic of order two. Let $m \in \mathbb{Z}$ be a positive integer, the matrix be some $P \in SL_m(Z)$ and the matrix algebra be $M_m(Z)$. Suppose the order of this action of $P$ on $SL_m(Z)$ is $h$, and this action is irreducible, i.e., $P$ satisfies $f(P) = 0$ for some irreducible polynomial $f(t) \in \mathbb{Z}[t]$. Let $\mathcal{G} = \mathbb{Z}/h\mathbb{Z}$, $G = SL_m(Z)$, $M = sl_m(Z)$ and consider the triple system $(\mathcal{G}, (G, M))$

To signify this action is given by $P$, we denote the corresponding $H^1(\mathcal{G}, G)$, $M_c$ and $P_c$ by $H^1(\mathcal{G}, G)_P$, $M_{c,P}$ and $P_{c,P}$ respectively. In those notations, we have the following result:

If the actions of two fixed $P, Q \in G$ have the same order $h$, then there is a bijection $i'_{PQ}$ between $H^1(G, G)_P$ and $H^1(G, G)_Q$. In addition, if $i'_{PQ}([c]) = [d]$, then $M_{c,P} \simeq M_{d,Q}$ for $h = 0$, and $M_{c,P}/P_{c,P} \simeq M_{d,Q}/P_{d,Q}$ for $h \neq 0$.

This result tells us that if there is a cyclic action of order $h$, then we can just proceed to choose any $P$ to do our computation.
For $h = 0$ case, $H^1(\mathcal{G}, G)$ can be identified with $G/\sim$, where the equivalence relation is given by conjugation in $G$. And for every $[c] \in H^1(\mathcal{G}, G)_p$, $M_c = C_{(c, p)}(M)$, the centralizer of $c_1 p$ in $M$.

For $h \neq 0$ case, we use the generalization of Gauss Correspondence to do the computation. One can try to use this method for any positive integer $m$, but I focus on the $m = 2$ case to illustrate this method, in which case I determine completely $H^1(\mathcal{G}, G)$ and $M_c/P_c$ without assuming irreducible action in the beginning. The result in the $m = 2$ case is as follows:

The cyclic action is always irreducible, and $h$ can only be 1, 2 or 3. When $h = 1$, $H^1(\mathcal{G}, G) = 1$ and $M_1/P_1 = 1$. When $h = 2$, $H^1(\mathcal{G}, G) = \{[I], [-I]\}$, and $M_c/P_c = 1$ for either $[c] \in H^1(\mathcal{G}, G)$. When $h = 3$, $H^1(\mathcal{G}, G) = \{[P^{-1}], [I], [P]\}$ where $P = \begin{pmatrix} -1 & 1 \\ -1 & 0 \end{pmatrix}$, $M_c/P_c = (\mathbb{Z}/3\mathbb{Z})^3$ for $[c] = [P^{-1}]$, and $M_c/P_c = 1$ for $[c] = [I]$ or $[P]$.

During the computation, one might have the feeling that in order for $M_c/P_c = 1$, the cocycle $c$ must be “irreducible” in some sense.

After $(\mathcal{G}, (\text{SL}_m(\mathbb{Z}), \text{sl}_m(\mathbb{Z})))$, it is very natural to think about congruence subgroups. In this case, the generalization of Gauss Correspondence is not enough for our need. For this need and other needs which might occur in the future, I generalize the Gauss Correspondence to the greatest generality I can.

Let $G$ be a group, $R$ be a commutative ring and $A$ be an $R$-algebra. $f(t) \in R[t]$ is a polynomial. For a multiplicative subset $M \subseteq A$, if $G$ acts on the subset of $M$, $M^f = \{A \in M : f(A) = 0\}$, we define $H^1(f, M; G) = \{A \in M : f(A) = 0\}/G$ to be the set of the $G$-orbits of $M^f$. When $1 \in M$, denote $M^\times$ be the set of all the invertible elements in $M$, then it is a group. If it acts on $M^f$, we simply denote $H^1(f, M; M^\times)$ by $H^1(f, M)$.

Take a multiplicative set $S$ with unity, and assume $M$ contains the multiplicative unity of $A$ too. Let us abuse the notation, and denote those two unities by the same expression 1. Let $\pi : M \to S$ be a surjective map with $\pi(1) = 1$ and $\pi(AB) = \pi(A)\pi(B), \forall A, B \in M$. Also assume $\Gamma = \ker(\pi) = \{A \in M : \pi(A) = 1\}$ be a group. So we have the following exact sequence of pointed sets:

$$1 \to \Gamma \to M \xrightarrow{\pi} S \to 1 \quad (2)$$

Let $M^\times, S^\times$ act by conjugation on $M, S$ respectively. And for any $P \in M$, denote $C_P(\Gamma) = \{A \in \Gamma : AP = PA\}$, $C_P(M^\times) = \{A \in M^\times : AP = PA\}$ and $C_{\pi(P)}(S^\times) = \{a \in
have the following long exact sequence of pointed sets:

$$\{ \delta \}$$

Then the following theorem tells us that we can get a long exact sequence from the short exact sequence (2).

**Theorem 4.5.1.** For any $P \in M^I$, $\Gamma$ acts by conjugation on $(\pi^{-1} \circ \pi(P))^I$, and we have the following long exact sequence of pointed sets:

$$1 \to C_P(\Gamma) \xrightarrow{\iota} C_P(M^\times) \xrightarrow{\pi} C_{\pi(P)}(S^\times) \xrightarrow{\delta} H^1(f, \pi^{-1} \circ \pi(P); \Gamma) \xrightarrow{\iota} H^1(f, M)$$

(3)

Moreover, if $S$ is contained in a $R$-algebra $B$, and their unities coincide, and if $\pi$ is defined as a map $\pi : A \to B$, $\pi|_M$ is the $\pi$ above, and it satisfies $\pi(0) = 0$, $\pi(aA) = a\pi(A)$ and $\pi(A + B) = \pi(A) + \pi(B)$, $\forall a \in R$, $\forall A, B \in M$, then we have the following long exact sequence of pointed sets:

$$1 \to C_P(\Gamma) \xrightarrow{\iota} C_P(M^\times) \xrightarrow{\pi} C_{\pi(P)}(S^\times) \xrightarrow{\delta} H^1(f, \pi^{-1} \circ \pi(P); \Gamma) \xrightarrow{\iota} H^1(f, M) \xrightarrow{\pi} H^1(f, S)$$

(4)

Here when we talk about the exactnesses of (3) and (4), we consider $[P]$ as the distinguished element in both $H^1(f, \pi^{-1} \circ \pi(P); \Gamma)$ and $H^1(f, M)$, and consider $[\pi(P)]$ as the distinguished element in $H^1(f, S)$. And if $\{ P_i \in (\pi^{-1} \circ \pi(P))^I : i \in I \}$ is a set of representatives of $i(H^1(f, \pi^{-1} \circ \pi(P); \Gamma))$, we have a bijection $i_f$:

$$H^1(f, \pi^{-1} \circ \pi(P); \Gamma) \xrightarrow{\sim} \coprod_{i \in I} \pi(C_{P_i}(M^\times)) \backslash C_{\pi(P)}(S^\times)$$

which splits $H^1(f, \pi^{-1} \circ \pi(P); \Gamma)$ into a disjoint union of the sets of right cosets of $\pi(C_{P_i}(M^\times))$ in $C_{\pi(P)}(S^\times)$.

I call this generalization as polynomial cohomology. We can apply it to the case of $\Gamma(N) = \{ A \in SL_m(Z) : A \equiv I \ (\text{mod} \ N) \}$, the congruence subgroup of $SL_m(Z)$.

Take $m = \phi(e)$ for a positive integer $e \geq 3$. Take an element $\theta \in GL_m(Z)$, and let it act cyclically on $M_m(Z)$ by conjugation. Suppose this action is irreducible and finite, and $\theta$ satisfies $\Phi_e(\theta) = 0$. Then we can show that $\theta$ is actually an element in $SL_m(Z)$. Denote $\bar{\theta} = \text{mod}_N(\theta)$, the matrix got from $\theta$ by modulo $N$ for each entry, and let $K = \mathbb{Q}(\zeta)$ for a primitive $e$-th root of unity $\zeta$. Consider the triple system $(\mathcal{G}, (\Delta, M))$ with $\mathcal{G} = < \theta > = \mathbb{Z}/e\mathbb{Z}$, $\Delta = \Gamma(N)$.

When $N$ is prime, it has already been studied by Prof. Kühnlein ([10]). However, in the view point of polynomial cohomology, his proof can be made more organized and clearer.
Assuming $N$ does not divide $e$, $N \geq 3$ and denoting $\Gamma = \text{GL}_m(\mathbb{Z})$ as what Prof. Kühnlein did, I explained my approach to this problem in this paper, and get an equivalent result, a bijection:

$$H^1(\mathcal{G}, \Delta) \sim H_K \times (C_\theta(\Gamma)\Delta/\Delta)\backslash C_\pi(\Gamma/\Delta)$$

For the case when $N$ is not prime, I denote $\Gamma$ for $\text{SL}_m(\mathbb{Z})$ instead of $\text{GL}_m(\mathbb{Z})$, which is more natural. In this case, I can only get an injection:

$$H^1(\Phi_e, \Delta \theta; \Delta) \hookrightarrow H_K \times \{\pm 1\} \times (C_\theta(\Gamma)\Delta/\Delta)\backslash C_\pi(\Gamma/\Delta)$$

The story above are all about triple systems ($\mathcal{G}, (G, M)$) with $\mathcal{G}$ finite. But what should the definition be for $\mathcal{G}$ infinite? Especially how should the Poincaré sums be defined? We already have an example in the modular forms, from which our motivation starts. But I want to look at one more example.

I consider the case where $M$ is taken as $\mathcal{O}$, the ring of holomorphic functions over $\mathbb{C}$, $G$ as $\mathcal{O}^\times$, the group of invertible elements in $\mathcal{O}$, and $\mathcal{G}$ as $L_\tau = \mathbb{Z} + \mathbb{Z}\tau$, the universal covering group for the elliptic curve $E_\tau$ associated with an element $\tau$ in the upper half plane. The action of $L_\tau$ on $\mathbb{C}$ is given by: $\omega z = z + \omega, \forall z \in \mathbb{C}, \omega \in L_\tau$. Then $L_\tau$ has a natural left action on $\mathcal{O}$: $\omega f(z) = f(\omega^{-1}z) = f(z - \omega), \forall f \in \mathcal{O}, z \in \mathbb{C}, \omega \in L_\tau$.

In this case, I obtain explicit expressions of all the cocycle classes in $H^1(\mathcal{G}, G)$, and for every cocycle $c$, I get that $M_c$ is still generated by Poincaré sums.

For simplicity, I use $e(z)$ instead of $\exp(2\pi iz)$. Then the elements in $H^1(\mathcal{G}, G)$ are described by the following theorem:

**Theorem 6.2.2.** Any cocycle is equivalent to a cocycle $c$ having the following form:

$$c_\omega = e(na(z - \frac{n}{2}\tau) + nb)$$

where $\omega = m + n\tau \in L_\tau, m, n \in \mathbb{Z}, a = a(\tau) \in \mathbb{Z}, b = b(\tau) \in \mathbb{C}$. Conversely, for any $a = a(\tau) \in \mathbb{Z}, b = b(\tau) \in \mathbb{C}$, (5) gives a cocycle in $H^1(L_\tau, \mathcal{O}^\times)$. Any two cocycles $c, c'$ having the form (5) are equivalent if and only if $a = a'$, and $b - b' \in \mathbb{Z} + \mathbb{Z}\tau = L_\tau$, where $a', b'$ are the corresponding parameters to $c'$ as that of $a, b$ to $c$.

For every cocycle $c$, we can get its corresponding $\mathbb{C}$-vector space $M_c$ as follows:

**Theorem 6.3.1.** For any cocycle $c$ of the form (5), with $a \in \mathbb{Z}, b \in \mathbb{C}$, we have the following:
1. If \( a \neq 0 \), then \( \dim M_c = |a| \), and the basis can be given by \( \sum_{k \in \mathbb{Z}} c_k r e(r(z - k \tau)), r = 0, \ldots, |a| - 1 \);

2. If \( a = 0 \) and \( b \notin L_\tau \), then \( M_c = 0 \);

3. If \( a = 0 \) and \( b \in L_\tau \), then \( \dim M_c = 1 \), and the basis can be given by \( e(rz) \), where \( b = r' + r \tau \in L_\tau, r, r' \in \mathbb{Z} \).

From the above theorem, it seems that the elements in \( M_c \) are still generated by Poincaré sums. To proclaim it, we need to formulate a general definition for the triple system \((\mathcal{G}, (G, M))\) when \( \mathcal{G} \) is countable. A new \( P_c \) and a new Poincaré sum is proposed as follows.

For each cocycle \( c \in Z^1(\mathcal{G}, G) \), let \( P_c = \{ a \in M : a = p_{c,H}(x) = \sum_{s \in \mathcal{G}/H} c_s s x, \text{ for some subgroup } H \subseteq \ker(c) \subseteq \mathcal{G}, \text{ some } x \in M^H, \text{ and it converges absolutely} \} \). Furthermore, \( P_c \) can be characterized by \( K = \ker(c) \) only, as \( P_c = \{ a \in M : a = p_{c,K}(x) = \sum_{s \in \mathcal{G}/K} c_s s x, \text{ for some } x \in M^K, \text{ and it converges absolutely} \} \). We can see immediately that the Poincaré sums we encountered in the two countable group cases we have investigated are just two specific examples of this general definition, which confirms that our definition is good. Under that definition, Theorem 6.3.1 can be translated into the statement \( M_c/P_c = 1 \), i.e., \( M_c \) is generated by Poincaré sums, for any cocycle \( c \).

2 Preliminaries

2.1 Cohomology

The concepts of cohomology groups and nonabelian cohomology are introduced in [27], [26] and [15], which we refer to for definitions and basic properties of cohomology throughout this section.

Let \( G \) be a group and \( A \) be a left \( G \)-module. The action of \( G \) on \( A \) is given by \( (s, a) \mapsto s a \), \( \forall s \in G, a \in A \). We have \( 1 a = a \), \( \ast (a + b) = \ast a + \ast b \), and \( \ast t a = \ast (t \ast a) \), where \( 1 \in G \) is the identity element in the group \( G \). Let \( A^G \) be the submodule of all the elements fixed by \( G \).

Denote by \( C^n(G, A) \) the set of \( n \)-cochains, i.e., the set of all maps of \( G^n \) to \( A \). If \( G \) and \( A \) are topological groups, cochains are further required to be continuous. \( C^0(G, A) \) is defined to be \( \{1\} \), the identity element of \( G \). And the coboundary maps are defined as:

\[
d_{n+1} : C^n(G, A) \longrightarrow C^{n+1}(G, A)
\]
with

$$(d_{n+1}f)(s_1, \cdots, s_{n+1}) = s_1 f(s_2, \cdots, s_{n+1})$$

$$+ \sum_{i=1}^{n} (-1)^i f(s_1, \cdots, s_is_{i+1}, \cdots, s_{n+1})$$

$$+ (-1)^{n+1} f(s_1, \cdots, s_n).$$

We have $d_{n+1} \circ d_n = 0$ and $\text{im} d_n \subseteq \ker d_{n+1}$. Let $Z^n(G, A) = \ker d_{n+1}$ be the group of cocycles, and $B^n(G, A) = \text{im} d_n$ be the group of coboundaries, then the $n$-th cohomology group is defined by $H^n(G, A) = Z^n(G, A)/B^n(G, A)$.

It is easy to see that $H^0(G, A) = A^G$, and $H^1(G, A) = Z^1(G, A)/B^1(G, A)$ with

$$Z^1(G, A) = \{ f : G \rightarrow A | f(st) = f(s) + ^sf(t) \}$$

$$B^1(G, A) = \{ f : G \rightarrow A | f(s) = ^sb - b \text{ for some } b \in A \}.$$

Thus $H^1(G, A)$ is the group of equivalent classes of crossed-homomorphisms of $G$ into $A$.

For $H^2(G, A)$, $H^2(G, A) = Z^2(G, A)/B^2(G, A)$, where

$$Z^2(G, A) = \{ f : G \rightarrow A | f(st, u) + f(s, t) = f(s, tu) + ^sf(s, t) \}$$

$$B^2(G, A) = \{ f : G \rightarrow A | f(s, t) = g(s) - g(st) + ^sg(t) \text{ for some 1-cochain } g \}.$$

Given an exact sequence of $G$-groups

$$1 \rightarrow A \rightarrow B \rightarrow C \rightarrow 1$$

we can get a long exact sequence of cohomology groups:

$$1 \rightarrow H^0(G, A) \rightarrow H^0(G, B) \rightarrow H^0(G, C) \rightarrow H^1(G, A) \rightarrow$$

$$\rightarrow H^1(G, B) \rightarrow H^1(G, C) \rightarrow H^2(G, A) \rightarrow H^2(G, B) \rightarrow H^2(G, C) \rightarrow \cdots$$

Now let us turn to the case when $A$ is nonabelian. Let the action of $G$ on $A$ be a left action. In this case, we can only define $H^0(G, A)$ and $H^1(G, A)$.

$H^0(G, A)$ is defined again as the group $A^G$ of all the elements of $A$ fixed by $G$. Now define a cocycle as a map $c : G \rightarrow A$ with $s \mapsto c_s$, such that $c_{st} = c_s c_t$, $\forall s, t \in G$. Denote by $Z^1(G, A)$ the set of all cocycles. Call two cocycles $c$ and $c'$ cohomologous, or equivalent, denoted by $c \sim c'$, if there exists $u \in A$ such that $c'_s = u^{-1}c_s u$ for all $s \in G$. It is an
equivalence relation on $Z^1(G, A)$. Then the cohomology set of $G$ with value in $A$ is defined as the quotient set:

$$H^1(G, A) = Z^1(G, A)/\sim$$

If $A$ is abelian, this definition coincides with the definition of the first cohomology group for the abelian case. Notice that $Z^1(G, A)$ and $H^1(G, A)$ may not be groups if $A$ is nonabelian. However, there is a distinguished element, which is the class of the unit cocycle $c$ with $c_s = 1, \forall s \in G$, and we regard $H^1(G, A)$ as a pointed set.

A $G$-group homomorphism $f : A \to B$ induces the following maps:

$$f_0 : H^0(G, A) \to H^0(G, B)$$

$$f_1 : H^1(G, A) \to H^1(G, B)$$

where $f_0$ is the restriction of $f$ to $\mathcal{A}^G$, and $f_1$ is defined by $f_1([c]) = [f_1(c)]$ with $f_1(c)_s = f(c_s), \forall s \in G$. One can show that they are well-defined.

$f_0$ is a group homomorphism but $f_1$ is a morphism of pointed sets, which means that $f_1$ sends the distinguished element of $H^1(G, A)$ to the distinguished element of $H^1(G, B)$.

We can also consider an exact sequence of pointed sets, if we define kernel of a morphism of pointed sets as the pre-image of the distinguished element.

**Proposition 2.1.1.** ([26], p.125) Let $1 \to A \to B \to C \to 1$ be an exact sequence on nonabelian $G$-groups. Then we have the following exact sequence of pointed sets:

$$1 \to H^0(G, A) \to H^0(G, B) \to H^0(G, C) \to H^1(G, A) \to H^1(G, B) \to H^1(G, C)$$

In general that exact sequence does not extend to $H^2$. However, if $A$ is in the center of $B$, then $A$ is abelian, so $H^2(G, A)$ is defined and the long exact sequence can be extended up to $H^2(G, A)$.

For a $G$-group $A$, we can define a new action of $G$ on $A$ twisted by a 1-cocycle. Take any $c \in Z^1(G, A)$, denote by $_cA$ the set $A$ on which $G$ acts by the formula

$$s'a = c_s a c_s^{-1}, \forall s \in G, a \in A$$

where $s'a$ denotes the new action of $s$ on $a$. In this case, one says that $_cA$ is obtained by twisting $A$ using the cocycle $c$. 


Proposition 2.1.2. ([27]) Let \( c \in Z^1(G, A) \), and let \( A' = cA \). To each cocycle \( ds \) in \( A' \) we associate \( dsc_s \), which is a cocycle of \( G \) in \( A \). Thus we have bijections

\[
t_c : Z^1(G, A') \rightarrow Z^1(G, A)
\]

and

\[
\tau_c : H^1(G, A') \rightarrow H^1(G, A)
\]

induced by \( t_c \), mapping the neutral element of \( H^1(G, A') \) into the class of \( c \).

2.2 Poincaré Series

We can find the Poincaré’s idea about Poincaré series in [7] and [28]. Now let us follow the definitions and theorems from Gunning’s book ([7]). Denote the upper half plane by \( \mathcal{H} = \{ z \in \mathbb{C} \mid \text{Im}z > 0 \} \), and we know that the only conformal automorphisms of \( \mathcal{H} \) are the linear fractional transformations:

\[
T : z \mapsto \frac{az + b}{cz + d}
\]

where \( \begin{pmatrix} a & b \\ c & d \end{pmatrix} \) is a matrix in \( \text{SL}_2(\mathbb{R}) \). Define the inhomogeneous modular group \( \Gamma \) to be the group of linear fractional transformations associated to integral matrices, then we have that \( \Gamma \) is isomorphic to \( \text{PSL}_2(\mathbb{Z}) = \text{SL}_2(\mathbb{Z})/\{\pm I\} \). Let \( G \) be a subgroup of finite index in \( \Gamma \). Call a transformation \( T \) parabolic if it has only one fixed point on the real line or at \( \infty \), and call a fixed point of a parabolic transformation in \( G \) a parabolic vertex, or a cusp of \( G \).

Definition 2.2.1. An unrestricted modular form of weight \( 2k \) for \( G \) is a meromorphic function \( f(z) \) on \( \mathcal{H} \) such that \( f\left( \frac{az + b}{cz + d} \right) = (cz + d)^{2k}f(z) \) for any transformation \( T \in G \) with \( T(z) = \frac{az + b}{cz + d} \), where \( k \) is an integer.

Denote \( J_T(z) = \frac{dT}{dz} = (cz + d)^{-2} \), then we can write the above equation as \( f(T(z)) = J_T(z)^{-k}f(z) \). The local coordinate at \( i\infty \) is \( \zeta = e^{2\pi iz/q} \), where \( q \) is the least positive integer such that the translation \( z \mapsto z + q \) is in \( G \). Let \( \hat{f}(\zeta) = f(z) \), then we call that an unrestricted modular form \( f(z) \) is holomorphic at \( \infty \) if \( \hat{f}(\zeta) \) is holomorphic in \( |\zeta| < 1 \). Moreover, \( \hat{f}(\zeta) \) admits a Taylor expansion in \( \zeta \):

\[
\hat{f}(\zeta) = \sum_{m=0}^{\infty} a_m\zeta^m
\]
which induces a Fourier expansion for \( f(z) \):

\[
f(z) = \sum_{m=0}^{\infty} a_m e^{2\pi imz/q}.
\]

For a parabolic fixed point \( p \) of \( G \), which is not \( \infty \), \( f(z) \) is called holomorphic at \( p \) if \( g(z) \) is holomorphic at \( \infty \), where \( g(z) = J_{S^{-1}}(z) f(S^{-1}z) \) with some \( S \in \Gamma \) mapping \( p \) to \( \infty \).

**Definition 2.2.2.** A modular form is an unrestricted modular form which is holomorphic at all points of \( \mathfrak{H} \) and at all parabolic vertices of the group.

**Definition 2.2.3.** The Poincaré series of weight 2\( k \) and of character \( \nu \) for \( G \) is the series

\[
\phi_\nu(z) = \sum_{T \in \mathcal{R}} e^{2\pi i \nu T(z)/q} J_T(z)^k
\]

where \( \nu \) is nonnegative integer, \( \mathcal{R} \) is the set of coset representatives of \( G \) mod \( G_0 \), and \( G_0 \) is the infinite cyclic subgroup of translation in \( G \), generated by the least translation \( T : z \mapsto z + q \) in \( G \).

**Definition 2.2.4.** A cusp form of weight 2\( k \) for \( G \) is a modular form of weight 2\( k \) for \( G \) which vanishes at all parabolic vertices (cusps).

It is known that the set of cusp forms of weight \( k \) for \( G \) forms a finite dimensional Hilbert space with the Petersson Inner Product:

\[
<f, g> := \int_D f(z)\overline{g(z)} y^{2(k-1)} dxdy
\]

where \( D \) is a fundamental domain for \( G \).

**Theorem 2.2.1.** The Poincaré series

\[
\phi_\nu(z) = \sum_{T \in \mathcal{R}} e^{2\pi i \nu T(z)/q} (cz + d)^{-2k}
\]

converges absolutely and uniformly on compact subsets of \( \mathfrak{H} \), for \( \nu > 0 \) and \( k \geq 1 \), and for \( \nu = 0 \) and \( k > 1 \). \( \phi_\nu(z) \) converges absolutely and uniformly on every fundamental domain \( D \) for \( G \) and represents a modular form of weight 2\( k \) for \( G \). Further,

- \( \phi_0(z) \) is zero at all finite parabolic vertices, nonzero at \( i\infty \).
- \( \phi_\nu(z) \) is a cusp form for \( \nu \geq 1 \).
**Theorem 2.2.2.** Every cusp form is a linear combination of the Poincaré series \( \phi_{\nu}(z) \), \( \nu \geq 1 \).

3 Triple System \((G, (G, M))\)

3.1 Triple System \((G, (G, M))\)

Now I introduce the triple system \((G, (G, M))\), and will explain in the next section why it is a general setting for considering analogies to Theorem 2.2.2. Let \( G \) be a group and \( M \) be a left \( G \)-module. Consider a finite group \( G \) which acts naturally on \((G, M)\). In other words, we assume that \( G \) is a left \( G \)-group, \( M \) is a left \( G \)-module so that \( \sigma(sx) = \sigma s \sigma x \), \( \forall \sigma \in G, s \in G, x \in M \). Let \( c \) be a cocycle of \( G \) in \( G \). By definition, \( c \) is a map \( G \rightarrow G \) such that

\[
c_{\sigma \tau} = c_{\sigma} c_{\tau}, \quad \forall \sigma, \tau \in G.
\]

For a cocycle \( c \), we associate a \( \mathbb{Z} \)-module \( M_c \) by

\[
M_c = \{ x \in M : c_{\sigma} x = x, \forall \sigma \in G \}.
\]

As the group \( G \) is finite, we can speak of a sum

\[
p_c(x) = \sum_{\tau \in G} c_{\tau} x, \quad x \in M.
\]

We shall put

\[
P_c = \{ y = p_c(x) : x \in M \}.
\]

One verifies that

\[
|G| M_c \subseteq P_c \subseteq M_c
\]

where \( |G| \) is the order of \( G \). Denote by \( Z^1(G, G) \) the set of all cocycles of \( G \) in \( G \). Two cocycles \( c, c' \) are called equivalent \( c \sim c' \) if there is a \( u \in G \) such that \( c_{\sigma}' = u^{-1} c_{\sigma}^u, \forall \sigma \in G \). One verifies that the map \( x \mapsto u^{-1} x \) induces an isomorphism of factor modules: \( M_c/P_c \simeq M_{c'}/P_{c'} \). Consequently the structure of the module \( M_c/P_c \) depends only on the cohomology class \( \gamma = [c] \) in the (first) cohomology set \( H^1(G, G) = Z^1(G, G) / \sim \).

If we put \( c = 1 \), we have

\[
M_1 = M^G, \quad P_1 = N(M)
\]

and so

\[
M_1/P_1 = \tilde{H}^0(G, M)
\]
Then for a general $\gamma = [c] \in H^1(G, G)$, we have a right to make identification

$$M_c/P_c = \hat{H}^0(G, M)_\gamma$$

the Tate group twisted by $\gamma$.

### 3.2 Poincaré Series Revisited

Theorem 2.2.2 can be seen from the point of view of a triple system $(G, (G, M))$. Let $\mathcal{O}(\mathfrak{H})$ be the ring of holomorphic functions on $\mathfrak{H}$, $G$ be a subgroup of finite index in $\text{PSL}_2(\mathbb{Z})$, $G$ be $\mathcal{O}(\mathfrak{H})^\times$, the group of invertible elements in $\mathcal{O}(\mathfrak{H})$, and $M$ be the subring of all the elements in $\mathcal{O}(\mathfrak{H})$ which vanish at all cusps. Then $G$ has a natural action on either $M$ or $G$:

$$s f(z) = f(s^{-1}z) = f \left( \frac{az + b}{cz + d} \right), \forall f \in M \cup G, z \in \mathfrak{H}, s = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in G.$$

For an integer $k$, define $c : G \to G$ by $c_s(z) = (cz + d)^{-2k}$ for $\forall z \in \mathfrak{H}, s = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in G$.

Then $c$ is a 1-cocycle in $Z^1(G, G)$. It is not hard to check. For any two elements in $G$, $s = \begin{pmatrix} a & b \\ c & d \end{pmatrix}^{-1}$ and $t = \begin{pmatrix} e & f \\ g & h \end{pmatrix}^{-1}$, and any $z \in \mathfrak{H}$, we have

$$c_s(z)^s c_t(z) = (cz + d)^{-2k} s (gz + h)^{-2k} = (cz + d)^{-2k} \left( \frac{azz + b}{cz + d} + h \right)^{-2k} = (g(az + h) + h(cz + d))^{-2k} = ((ag + ch)z + (bg + dh))^{-2k} = c_{st}(z)$$

because $(st)^{-1} = t^{-1}s^{-1} = \begin{pmatrix} e & f \\ g & h \end{pmatrix} \begin{pmatrix} a & b \\ c & d \end{pmatrix} = \begin{pmatrix} ae + cf & be + df \\ ag + ch & bg + dh \end{pmatrix}$.

Now if we denote the space of cusp forms of weight $2k$ by $M_c$, we have

$$M_c = \left\{ f \in M \middle| (cz + d)^{-2k} f \left( \frac{az + b}{cz + d} \right) = f(z) \right\}.$$

Then the condition $(cz + d)^{-2k} f \left( \frac{az + b}{cz + d} \right) = f(z)$ can be rewritten as $c_s^8 f(z) = f(z)$. Therefore Theorem 2.2.2 just says that $M_c$ is generated by Poincaré sums.
Moreover, we notice that
\[ \phi_{\nu}(z) = \sum_{T \in \mathbb{R}} e^{2\pi i \nu T(z)/q} (cz + d)^{-2k} = \sum_{s \in \mathbb{R}} c_s(z) \cdot g(z) \]
where \( g(z) = e^{2\pi i \nu z/q} \), \( \nu \geq 1 \). This result may be needed in Section 6.4 to explore the general formulation of a triple system when \( G \) is countable.

### 3.3 A Simple Example

To investigate the triple system in other circumstances, it is very natural to begin with a cyclic group \( G \). So first I examine a triple system \( (G, (G, M)) \) with \( G = \langle \theta \rangle \), a cyclic group of order two. Now let \( G = \text{SL}_2(\mathbb{Z}) \), and \( M = \text{sl}_2(\mathbb{Z}) \), the Lie algebra of \( G \). Let \( G \) act on \( M \) by conjugation, \( g \circ x = gxg^{-1} \), \( \forall g \in G, \ x \in M \). And the action of \( G \) on \( M_2(\mathbb{Z}) \) is given by:
\[ \theta x = x^t = \begin{pmatrix} d & -c \\ -b & a \end{pmatrix}, \text{ if } x = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in M_2(\mathbb{Z}) \]
where \( x^* \) is the companion matrix of \( x \), and \( x^t \) is its transpose.

If restricted to \( G \), this action becomes \( \theta x = x^{-t} \), \( \forall x \in G \). It is easy to see that \( \theta(xy) = \theta x^t \), \( \theta^2 x = x, \theta G = G, \theta M = M \).

What is its \( H^1(G, G) \) then? It is obvious that \( Z^1(G, G) = \{ c \in G | c^\theta c = 1 \} \). \( \forall c \in G, c^\theta c = 1 \iff cc^{-t} = 1 \iff c = c^t \). Thus \( Z^1(G, G) = \{ c \in G | c = c^t \} \). For \( \forall c, c' \in Z^1(G, G) \), \( c \sim c' \iff \exists g \in G, c' = g^{-1} c^\theta g \iff \exists u \in G, c' = u^t cu \), by putting \( u = \theta g \). Thus \( H^1(G, G) = \{ c \in G | c = c^t \} / \sim \), where the equivalence relation is given by congruence in \( G \).

Because symmetric matrices in \( \text{SL}_2(\mathbb{Z}) \) can be identified with integral quadratic forms with discriminant \(-4\), by Gauss Correspondence, there is a bijection
\[ i_K : H^+_K \sim \{ c \in G | c = c^t \ \text{and \ } c \text{ is positive definite} \} / \sim \]
with \( K = \mathbb{Q}(\sqrt{-1}) \). But \( H^+_K = H_K = 1 \) for \( K = \mathbb{Q}(\sqrt{-1}) \), thus \( \forall c \in Z^1(G, G) = \{ c \in G | c = c^t \} \), either \( c \) or \(-c\) is positive definite and congruent to \( I \). Hence \( c \) is congruent to either \( I \) or \(-I \). Notice that any positive definite matrix is still positive definite after congruence, thus \( I \) and \(-I \) are not congruent to each other, so we get that \( H^1(G, G) = \{ [I], [-I] \} \).
Now we can consider $M_c/P_c$ for $\forall[c] \in H^1(\mathcal{G}, G)$. But either for $c = I$ or $c = -I$, $c \circ x = x, \forall x \in M$. Thus for $\forall[c] \in H^1(\mathcal{G}, G)$, $M_c = \{x \in M|x = x\} = \{x = \begin{pmatrix} 0 & \beta \\ -\beta & 0 \end{pmatrix} \in M_2(\mathbb{Z})\} = J\mathbb{Z}$, where $J = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}$, and $P_c = \{x + \theta x|x \in M\} = \{x = \begin{pmatrix} 0 & \beta - \gamma \\ \gamma - \beta & 0 \end{pmatrix} \in M_2(\mathbb{Z})\} = J\mathbb{Z}$. Therefore $M_c/P_c = 1, \forall[c] \in H^1(\mathcal{G}, G)$.

This example is only for $\text{SL}_2(\mathbb{Z})$ and a cyclic group of order two. Can we get more general results? It is very natural to ask this kind of question. Notice that we use the Gauss Correspondence to solve the question, and in order to get more general results, we need to generalize the Gauss Correspondence. It is what I will talk about in the next chapter.

4 G.C. and LMT Theorem

4.1 Gauss Theory of Quadratic Forms

Before going to our generalization of the Gauss Correspondence, first let us recall some standard notions on quadratic fields and quadratic forms, and introduce the well known Gauss Correspondence. After that, in the next section, I will then introduce the LMT Theorem.

Let $m(\neq 0, 1)$ be a square-free integer and $K = \mathbb{Q}(\sqrt{m})$, where $\mathbb{Q}$ denotes the field of rational numbers. Denote by $\Delta_K$ the discriminant of $K$. If we put

$$\omega = \begin{cases} \sqrt{m}, & m \equiv 2, 3 \pmod{4} \\ (1 + \sqrt{m})/2, & m \equiv 1 \pmod{4} \end{cases}$$

then $\{1, \omega\}$ form the canonical basis of the ring $\mathcal{O}_K$ of integers, $\mathcal{O}_K = \mathbb{Z} + \mathbb{Z}\omega = [1, \omega]$. We have

$$\Delta_K^{\text{def}} = \left| \begin{array}{cc} 1 & \omega \\ 1 & \omega' \end{array} \right|^2 = \begin{cases} 4m, & m \equiv 2, 3 \pmod{4} \\ m, & m \equiv 1 \pmod{4} \end{cases}$$

where $\omega'$ is the conjugate of $\omega$. We denote by $I_K$ the group of fractional ideals of $K$, by $P_K$ the subgroup of $I_K$ of principal ideals. Furthermore, we put

$$P_K^+ = \{a = (\alpha) \in P_K : N\alpha > 0\}.$$
We have
\[
[P_K : P_K^+] = \begin{cases} 
1, & m < 0 \text{ or } m > 0, \exists \varepsilon \in \mathcal{O}_K^\times, N\varepsilon = -1 \\
2, & m > 0, N\varepsilon = 1, \forall \varepsilon \in \mathcal{O}_K^\times 
\end{cases}
\] (6)

Next, we define the factor groups:
\[
H_K = I_K/P_K, \quad h_K = \#H_K; \\
H_K^+ = I_K/P_K^+, \quad h_K^+ = \#H_K^+.
\]

Hence, \(h_K^+ = h_K\) or \(2h_K\) by (6). \(h_K\) is the class number of \(K\) and \(h_K^+\) is the class number of \(K\) in the narrow sense. We denote the equivalence of ideals mod \(P_K\) (resp. mod \(P_K^+\)) by \(a \sim b\) (resp. \(a \overset{\ast}{\sim} b\)).

Now, let us turn to quadratic forms. Consider a quadratic form
\[
f = ax^2 + bxy + cy^2, \quad a, b, c \in \mathbb{Z}.
\]
Assume that the discriminant \(\Delta_f = b^2 - 4ac \neq 0\). One can write
\[
f(z) = z^t F z, \text{ with } z = \begin{pmatrix} x \\ y \end{pmatrix}, \quad F = \begin{pmatrix} a & b/2 \\ b/2 & c \end{pmatrix}.
\]

We introduce two equivalence relations \(\sim\) and \(\overset{\ast}{\sim}\). Let \(g = a'x^2 + b'xy + c'y^2\) be another integral quadratic form with the matrix \(G\). The two equivalence relations are defined as follows:
\[
f \sim g \iff g(z) = f(\gamma z), \quad \exists \gamma \in GL_2(\mathbb{Z});
\]
\[
f \overset{\ast}{\sim} g \iff g(z) = f(\gamma z), \quad \exists \gamma \in SL_2(\mathbb{Z}).
\]

Obviously \(f \overset{\ast}{\sim} g \Rightarrow f \sim g\), but the converse is not true.

For a fixed quadratic field \(K\), consider the set
\[
Q(\Delta_K) = \left\{ f = ax^2 + bxy + cy^2 : a, b, c \in \mathbb{Z}, \quad \Delta_f = \Delta_K(f > 0 \text{ if } \Delta_K < 0) \right\}.
\]

Since the equivalence \(\overset{\ast}{\sim}\) makes sense in \(Q(\Delta_K)\), we can consider the quotient:
\[
\tilde{Q}(\Delta_K) = Q(\Delta_K) / \overset{\ast}{\sim}.
\]

Now we introduce the Gauss Correspondence.

**Theorem 4.1.1.** (Gauss, [6]) There is a bijection \(i_K : H_K^+ \overset{\ast}{\sim} \tilde{Q}(\Delta_K)\).
Here, the map $i_K$ is the following. We agree to orient a basis of an ideal $a = [\alpha, \beta]$ by the rule:

$$
\begin{pmatrix}
\beta & \beta' \\
\alpha & \alpha'
\end{pmatrix} > 0 \quad \text{if} \quad m > 0,
$$

$$
\begin{pmatrix}
\frac{1}{m} & \beta' \\
\alpha & \alpha'
\end{pmatrix} > 0 \quad \text{if} \quad m < 0.
$$

Then, $i_K$ is the one induced by

$$
a \mapsto f_a = \frac{N(x\alpha + y\beta)}{Na}
$$

Thanks to $i_K$, one can define a group structure in the set $\hat{Q}(\Delta_K)$. Gauss (1801) defined directly a group structure in $\hat{Q}(\Delta_K)$ (the composition theory of quadratic forms, see [6]). The notion of ideals was introduced by Dedekind (1871, see [4]).

### 4.2 Latimer-MacDuffee-Taussky Theorem

The Latimer-MacDuffee-Taussky Theorem (LMT Theorem, see [12],[29]) was originally stated over the ring $\mathbb{Z}$. But actually it is also true over any ring of integers, when it is a PID. In the following, I will state it and prove it in this general setting.

Let $k$ be a number field (local or global), and $\mathcal{O}_k$ be its ring of integers. Let $f(t) \in \mathcal{O}_k[t]$ be a monic irreducible polynomial of degree $n$ over $k$. Consider the matrix algebra $M_n(\mathcal{O}_k)$.

**Lemma 4.2.1.** For any matrix $A \in M_n(\mathcal{O}_k)$ satisfying $f(A) = 0$, its minimal polynomial and characteristic polynomial are both equal to $f$.

**Pf.** Suppose the minimal polynomial of $A$ is $q(t)$, then $q|f$ over $k$, for $f(A) = 0$. But $f$ is irreducible and they are both monic, so $q = f$. Notice that we also proved that $q(t) \in \mathcal{O}_k[t]$ here.

Let $\chi(t) = \det(tI - A)$ be the characteristic polynomial of $A$. Then we have $\chi(A) = 0$, and then $q|\chi$. In view of $\deg(q) = \deg(f) = n = \deg(\chi)$, we get $q = \chi$, because $\chi$ is also monic. □

Now we introduce two equivalence relations on $M_n(\mathcal{O}_k)$. Let $A, B \in M_n(\mathcal{O}_k)$, the equivalence relations are defined as follows:

$$
A \sim B \overset{\text{def}}{\iff} B = TAT^{-1}, \quad \exists T \in GL_n(\mathcal{O}_k)
$$
\[ A \overset{\sim}{\sim} B \overset{\text{def}}{\iff} B = T A T^{-1}, \quad \exists T \in SL_n(\mathcal{O}_k) \]

where \( GL_n(\mathcal{O}_k) = \{ X \in M_n(\mathcal{O}_k) : \det(X) \in \mathcal{O}_k^\times \} \), and \( SL_n(\mathcal{O}_k) = \{ X \in M_n(\mathcal{O}_k) : \det(X) = 1 \} \).

Of course when \( A \sim B \), the characteristic polynomial of \( A \) and \( B \) are the same. And if further \( f(A) = 0 \), then \( f(B) = 0 \).

For a fixed monic irreducible polynomial \( f \), consider the set
\[ M_n(\mathcal{O}_k; f) = \{ A \in M_n(\mathcal{O}_k) : f(A) = 0 \} . \]

Since the equivalences \( \sim, \overset{\sim}{\sim} \) defined above make sense in \( M_n(\mathcal{O}_k; f) \), we can consider the quotients \( M_n(\mathcal{O}_k; f)/\sim \) and \( M_n(\mathcal{O}_k; f)/\overset{\sim}{\sim} \). Denote
\[ \tilde{M}_n(\mathcal{O}_k; f) = M_n(\mathcal{O}_k; f)/\sim \]
\[ \tilde{M}_n^+(\mathcal{O}_k; f) = M_n(\mathcal{O}_k; f)/\overset{\sim}{\sim} \]

On the other side, let \( \theta \in \mathcal{O}_k \) satisfying \( f(\theta) = 0 \), where \( \mathcal{O}_k \) is an integral closure of \( \mathcal{O}_k \).

Take \( K = k(\theta) \), then \([K : k] = n\). And let \( \mathcal{O} = \mathcal{O}_k[\theta] \) be an order in \( \mathcal{O}_K \). Denote by \( I_\mathcal{O} \) the set of all integral ideals of \( \mathcal{O} \). Again we introduce an equivalence relation in \( I_\mathcal{O} \). Let \( a, b \) be any two ideals contained in \( \mathcal{O} \), the equivalence relation is defined as the following:
\[ a \sim b \overset{\text{def}}{\iff} \exists \alpha, \beta \in \mathcal{O}, \alpha \neq 0, \beta \neq 0, \text{s.t.} \quad \alpha a = \beta b \]

Then the ideal class set of the order \( \mathcal{O} \) is defined as:
\[ \tilde{I}_\mathcal{O} = I_\mathcal{O} / \sim \]

It is the ideal class group \( H_K \) when \( \mathcal{O} = \mathcal{O}_K \).

Now, it is the time to introduce the generalized form of the Latimer-MacDuffee-Taussky Theorem.

**Theorem 4.2.1.** (Latimer-MacDuffee-Taussky, [12], [29]) If \( \mathcal{O}_k \) is a PID, then we have a bijection \( \varphi : \tilde{M}_n(\mathcal{O}_k; f) \overset{\sim}{\sim} \tilde{I}_\mathcal{O} \).

**Pf.** Given any \( [A] \in \tilde{M}_n(\mathcal{O}_k; f) \), let the characteristic polynomial of \( A \) be \( \chi(t) = \det(tI - A) \). Then by Lemma 4.2.1, we know \( f(t) = \chi(t) = \det(tI - A) \). But \( f(\theta) = 0 \), so we have
\[ \det(\theta I - A) = 0 \]
Thus $\theta$ is an eigenvalue of $A$. So we have

$$\exists x = \begin{pmatrix} x_1 \\ \vdots \\ x_n \end{pmatrix} \in \mathcal{O}^n, x \neq 0, s.t. \ Ax = \theta x.$$ 

Here we know there exists such an eigenvector $x$ in $K^n$. But after multiplying an appropriate number in $\mathcal{O}_k$, it can be taken from $\mathcal{O}^n$.

Such an eigenvector is unique up to a multiple of an element in $K$. The reason is as follows. The polynomial $f(t)$ is irreducible, thus $f(t)$ and $f'(t)$ are coprime, and $f(t)$ does not have any multiple root. So $\theta$ is an eigenvalue of multiplicity one of $A$, and the eigenspace of $\theta$ is one dimensional over $K$.

Define $\varphi([A]) = [a]$, where $a = [x_1, \ldots, x_n]_{\mathcal{O}_k} \subseteq \mathcal{O}$. $a$ is an ideal in $\mathcal{O}$, for we have $Ax = \theta x$. If any $[B] = [A] \in \mathcal{M}_n(\mathcal{O}_k; f)$, then $\exists T \in GL_n(\mathcal{O}_k)$, such that $B = TAT^{-1}$. So we have $T^{-1}BT = A$, and $T^{-1}BTx = Ax = \theta x$, thus $BTx = \theta Tx$.

Let $y = (y_1, \ldots, y_n)^t = Tx$, then we have $By = \theta y$, and $\varphi([B]) = [y_1, \ldots, y_n]_{\mathcal{O}_k} = [x_1, \ldots, x_n]_{\mathcal{O}_k} = a$. So the definition of $\varphi$ doesn’t depend on the choice of $A$.

The definition of $\varphi$ doesn’t depend on the choice of $x$, too. As we mentioned before, the choice of $x$ is unique up to a multiple of an element in $K$. So if we have $x = (x_1, \ldots, x_n)^t, y = (y_1, \ldots, y_n)^t \in \mathcal{O}^n, x \neq 0, y \neq 0$ and $Ax = \theta x, Ay = \theta y$, then there exists some nonzero $\gamma \in K$, such that $y = \gamma x$. Let $\gamma = \alpha/\beta$, with $\alpha, \beta \in \mathcal{O}$, then $\alpha \neq 0, \beta \neq 0$, and $\alpha x = \beta y$, i.e., $(\alpha x_1, \ldots, \alpha x_n)^t = (\beta y_1, \ldots, \beta y_n)^t$. So we have $\alpha[x_1, \ldots, x_n]_{\mathcal{O}_k} = \beta[y_1, \ldots, y_n]_{\mathcal{O}_k}$, i.e., $[x_1, \ldots, x_n]_{\mathcal{O}_k} \sim [y_1, \ldots, y_n]_{\mathcal{O}_k}$.

In all, the definition of $\varphi$ doesn’t depend on the choice of $A$ and $x$. Hence $\varphi$ is well-defined.

Now we are going to prove the mapping $\varphi$ is bijective.

- $\varphi$ is injective.

Suppose $\varphi([A]) = a = [x_1, \ldots, x_n]_{\mathcal{O}_k}, \varphi([B]) = b = [y_1, \ldots, y_n]_{\mathcal{O}_k},$ with $x = (x_1, \ldots, x_n)^t, y = (y_1, \ldots, y_n)^t \in \mathcal{O}^n,$ and $Ax = \theta x, By = \theta y$. If $[a] = [b]$, then there exist $\alpha, \beta \in \mathcal{O}, \alpha \neq 0, \beta \neq 0$, such that $\alpha a = \beta b$, i.e., $[\alpha x_1, \ldots, \alpha x_n]_{\mathcal{O}_k} = [\beta y_1, \ldots, \beta y_n]_{\mathcal{O}_k}$. Then $\{\alpha x_1, \ldots, \alpha x_n\}$ and $\{\beta y_1, \ldots, \beta y_n\}$ are two integral bases for the same integral ideal in $\mathcal{O}$. So the transformation matrix from one basis to the other
is in $GL_n(O_k)$. Denote the transformation matrix from the former to the latter by $U \in GL_n(O_k)$, we have

$$\beta y = U \alpha x \quad (7)$$

Multiply both sides of (7) by $B$ to the left, we get

$$B\beta y = BU \alpha x = \beta By = \beta \theta y = \theta \beta y$$

Multiply both sides of (7) by $\theta$, we get

$$\theta \beta y = \theta U \alpha x = U \alpha \theta x = U \alpha Ax = UA \alpha x$$

Combining the above two, we get

$$BU \alpha x = UA \alpha x$$

i.e.

$$BU x = UAx \quad (8)$$

where $x = (x_1, \ldots, x_n)^t$.

Remind that $\{x_1, \ldots, x_n\}$ forms an integral basis for $a$, it is linearly independent over $O_k$. So from (8), we have

$$BU = UA$$

i.e., $B = UAU^{-1}$, $A \sim B$.

• $\varphi$ is surjective.

For any $[a] \in \tilde{I}_O$, where $a$ is an integral ideal in $O$, $a$ is a lattice over $O_k$, for $a \subseteq O$, and $O_k$ is a PID. And $\text{rank}_{O_k}(a) = n$, for there exists an injection from $O$ to $a$. Let $\{x_1, \ldots, x_n\}$ be an integral basis for $a$. Then for $i = 1, 2, \ldots, n$, $\theta x_i \in a$, and it can be expressed as a linear combination of $\{x_1, \ldots, x_n\}$. Using matrix notation, the above statement becomes

$$\exists A \in M_n(O_k), \text{s.t. } \theta x = Ax$$

Further, we have

$$f(\theta)x = f(A)x = 0$$
Remind that \( \{x_1, \ldots, x_n\} \) forms an integral basis for \( \mathfrak{a} \), by the same argument as before, we get

\[
f(A) = 0
\]

It is the \( A \) that we want, with it satisfying \( \varphi([A]) = [\mathfrak{a}] \). \( \square \)

From this theorem, one can define a group structure in the set \( \widetilde{M}_n(\mathcal{O}_K; f) \) as what one has done for \( \tilde{Q}(\Delta_K) \) when \( \mathcal{O} = \mathcal{O}_K \). But no one has defined such a group structure yet.

When \( k = \mathbb{Q} \), \( \mathcal{O}_k = \mathbb{Z} \). Take \( f(t) = t^2 - m \), where \( m(\neq 0, 1) \) is a square-free integer and \( m \equiv 2, 3 \) (mod \( 4 \)). Then \( f(t) \) is irreducible by Eisenstein Criterion. Let \( \theta = \sqrt{m} \), then \( K = \mathbb{Q}(\sqrt{m}) \), \( \mathcal{O} = \mathbb{Z}[\sqrt{m}] = \mathcal{O}_K \), and \( \tilde{I}_\mathcal{O} = H_K \). So LMT tells us that there is a bijection between \( \widetilde{M}_n(\mathbb{Z}; f) \) and \( H_K \), which is quite similar to Gauss Correspondence.

If we take \( f(t) = t^2 - t + \frac{1-m}{4} \), where \( m(\neq 0, 1) \) is a square-free integer and \( m \equiv 1 \) (mod \( 4 \)). We know \( f(t) \) is irreducible because neither of its roots is in \( \mathbb{Q} \). Let \( \theta = (1 + \sqrt{m})/2 \) be one of its roots, then \( K = \mathbb{Q}(\theta) = \mathbb{Q}(\sqrt{m}) \), \( \mathcal{O} = \mathbb{Z}[(1 + \sqrt{m})/2] = \mathcal{O}_K \), and \( \tilde{I}_\mathcal{O} = H_K \). In this case LMT still tells us that there is a bijection between \( \widetilde{M}_n(\mathbb{Z}; f) \) and \( H_K \), which is again quite similar to Gauss Correspondence.

From those, one may know there should be some link between Gauss Correspondence and LMT Theorem. As I will explain in the next section, Gauss Correspondence is basically a skewed form of LMT Theorem in some special circumstances.

As this section is coming to a close, I need quote here a lemma, which we will use afterwards.

**Lemma 4.2.2.** ([30]) Let \( A \) be a matrix with entries in some field. If the characteristic polynomial of \( A \) has no multiple roots, the only matrices commuting with it are scalar polynomials in \( A \).

### 4.3 Link between G.C. and LMT Theorem

That Gauss Correspondence essentially becomes LMT in \( 2 \times 2 \) matrix case is due to a special matrix:

\[
J = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}
\]

This matrix is special because of the following special property:
Lemma 4.3.1. Let $R$ be a commutative ring with unity, and let $J \in M_2(R)$ be the matrix in (9), then for any matrix $A \in M_2(R)$, we have $JAJ^{-1} = A^t$, where $A^t$ is the companion matrix of $A$. Moreover, if $A \in SL_2(R) = \{ A \in M_2(R) : \det(A) = 1 \}$, then $JAJ^{-1} = A^{-t}$.

Pf. $J = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}$, so $J^{-1} = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}$. Take any matrix $A \in M_2(R)$, $A = \begin{pmatrix} a & b \\ c & d \end{pmatrix}$, $a, b, c, d \in R$. Then

$$ JAJ^{-1} = \begin{pmatrix} d & -c \\ -b & a \end{pmatrix} = \begin{pmatrix} d & -b \\ -c & a \end{pmatrix}^t = A^t $$

If $A \in SL_2(R)$, then $AA^* = \det(A) = I$, $A^* = A^{-1}$, so $JAJ^{-1} = A^{-t}$. □

Now we are going to change the form of quadratic forms to the form of matrices. We use the notation $A \sim B$ to mean that $\exists T \in SL_2(\mathbb{Z})$, such that $B = TAT^t$, for $\forall A, B \in M_2(\mathbb{Z})$.

As before, let $m(\neq 0, 1)$ be a square-free integer and $K = \mathbb{Q}(\sqrt{m})$. First consider the case $m \equiv 2, 3 \pmod{4}$.

Lemma 4.3.2. When $m \equiv 2, 3 \pmod{4}$, there is a bijection $j$:

$$ \tilde{Q}(\Delta_K) \sim \left\{ A \in M_2(\mathbb{Z}) : A = A^t, \det(A) = -m \right\} \sim (10) $$

We still denote the right hand side of (10) by $\tilde{Q}(\Delta_K)$.

Pf. In this case, $\Delta_K = 4m$. $\forall [f] \in \tilde{Q}(\Delta_K)$, $f = ax^2 + b'xy + cy^2$, $a, b', c \in \mathbb{Z}$. Then $\Delta_f = b'^2 - 4ac = \Delta_K = 4m$, so $4|b'|^2, 2|b'$. Put $b = b'/2 \in \mathbb{Z}$. Define $j([f]) = [A]$, where $A = \begin{pmatrix} a & b \\ b & c \end{pmatrix}$.

Obviously $A \in M_2(\mathbb{Z})$ and $A = A^t$. $b = b'/2$, thus $b' = 2b, b'^2 - 4ac = 4b^2 - 4ac = 4m$, so $\det(A) = ac - b^2 = -m$. In view of $\Delta_K = 4m$, we have $\Delta_K < 0 \Leftrightarrow m < 0$. Also we know that $f > 0 \Leftrightarrow A > 0$. So $[A]$ is in the right hand side of (10).

$\forall [f], [g] \in \tilde{Q}(\Delta_K)$, $f = ax^2 + 2bxy + cy^2$, $g = a'x^2 + 2b'xy + c'y^2$, and $j([f]) = [A], j([g]) = [B]$, with $A = \begin{pmatrix} a & b \\ b & c \end{pmatrix}, B = \begin{pmatrix} a' & b' \\ b' & c' \end{pmatrix}$. Then we know that $f \sim g \Leftrightarrow A \sim B$. So $j$ is well-defined and injective.
Given any $[A]$ in the right hand side of (10), $A = \begin{pmatrix} a & b \\ b & c \end{pmatrix}$, let $f = ax^2 + 2bxy + cy^2$.

Note $\det(A) = ac - b^2 = -m$, so $\Delta_f = (2b)^2 - 4ac = 4b^2 - 4ac = 4m = \Delta_K$. As before, for $\Delta_K = 4m$, we have $\Delta_K < 0 \iff m < 0$, and also $f > 0 \iff A > 0$. So we know $[f] \in \tilde{Q}(\Delta_K)$, and $j([f]) = [A]$. $j$ is surjective. □

Now we turn to the case $m \equiv 1 \pmod{4}$.

**Lemma 4.3.3.** When $m \equiv 1 \pmod{4}$, there is a bijection $j$:

$$
\tilde{Q}(\Delta_K) \sim \left\{ A = \begin{pmatrix} a & b \\ b & c \end{pmatrix} \in M_2(\mathbb{Q}) : \begin{array}{l} a, b, c \in \mathbb{Z}, \text{ } b \text{ odd} \\ \det(A) = -\frac{m}{4} \\ (A > 0 \text{ if } m < 0) \end{array} \right\} / \sim \quad (11)
$$

We still denote the right hand side of (11) by $\tilde{Q}(\Delta_K)$.

**Pf.** In this case, $\Delta_K = m$. $\forall [f] \in \tilde{Q}(\Delta_K)$, $f = ax^2 + bxy + cy^2$, $a, b, c \in \mathbb{Z}$. Then $\Delta_f = b^2 - 4ac = \Delta_K = m \equiv 1 \pmod{4}$, so $b^2 \equiv 1 \pmod{4}$, $b$ odd. Define $j([f]) = [A]$, where $A = \begin{pmatrix} a & \frac{b}{2} \\ \frac{b}{2} & c \end{pmatrix}$.

Obviously $A \in M_2(\mathbb{Q})$. We know $\Delta_f = b^2 - 4ac = \Delta_K = m$, so $\det(A) = ac - b^2/4 = -m/4$. For $\Delta_K = m$, we have $\Delta_K < 0 \iff m < 0$. Also we know that $f > 0 \iff A > 0$. So $[A]$ is in the right hand side of (11).

$\forall [f], [g] \in \tilde{Q}(\Delta_K)$, $f = ax^2 + bxy + cy^2$, $g = a'x^2 + b'xy + c'y^2$, and $j([f]) = [A]$, $j([g]) = [B]$, with $A = \begin{pmatrix} a & \frac{b}{2} \\ \frac{b}{2} & c \end{pmatrix}$, $B = \begin{pmatrix} a' & \frac{b'}{2} \\ \frac{b'}{2} & c' \end{pmatrix}$. Then we know that $f \sim g \iff A \sim B$.

So $j$ is well-defined and injective.

Given any $[A]$ in the right hand side of (11), $A = \begin{pmatrix} a & \frac{b}{2} \\ \frac{b}{2} & c \end{pmatrix}$, let $f = ax^2 + bxy + cy^2$.

Note $\det(A) = ac - b^2/4 = -m/4$, so $\Delta_f = b^2 - 4ac = m = \Delta_K$. As before, for $\Delta_K = m$, we have $\Delta_K < 0 \iff m < 0$, and also $f > 0 \iff A > 0$. So we know $[f] \in \tilde{Q}(\Delta_K)$, and $j([f]) = [A]$. $j$ is surjective. □

Next, I am going to show the link between Gauss Correspondence and LMT in a more general setting. Let $f(t) = t^2 - pt + q$ be an irreducible polynomial in $\mathbb{Z}[t]$. Its discriminant is $\Delta_f = p^2 - 4q$. Define

$$
\tilde{Q}(f) = \left\{ A = \begin{pmatrix} a & \frac{b}{2} \\ \frac{b}{2} & c \end{pmatrix} \in M_2(\mathbb{Q}) : \begin{array}{l} a, b, c \in \mathbb{Z}, b \equiv p \pmod{2} \\ \det(A) = -\frac{\Delta_f}{4} \\ (A > 0 \text{ if } \Delta_f < 0) \end{array} \right\} / \sim
$$
It is a generalization of those $\tilde{Q}(\Delta_K)$ before, which can be seen as follows:

- When $m \equiv 2, 3 \pmod{4}$, let $f(t) = t^2 - m$. It is irreducible by Eisenstein’s Criterion. And its discriminant is $\Delta_f = 4m$. Comparing their definition, obviously $\tilde{Q}(\Delta_K)$ in this case is the same as $\tilde{Q}(f)$.

- When $m \equiv 1 \pmod{4}$, let $f(t) = t^2 - t + \frac{1-m}{4}$. It is a polynomial in $\mathbb{Z}[t]$. It is irreducible, because neither of its roots is rational. And its discriminant is $\Delta_f = m$. Comparing their definition, obviously $\tilde{Q}(\Delta_K)$ in this case is still the same as $\tilde{Q}(f)$.

Recall that for $\forall A, B \in M_2(\mathbb{Z})$, we use the notation $A \sim B$ to mean that $\exists T \in SL_2(\mathbb{Z})$, such that $B = TAT^{-1}$.

Now we are ready to prove the following theorem:

**Theorem 4.3.1.** If $f(t) = t^2 - pt + q$ is an irreducible polynomial in $\mathbb{Z}[t]$, then there is a bijection $\lambda$:

$$
\left\{ \begin{array}{c}
A = \begin{pmatrix} a & b \\
               c & d \end{pmatrix} \in M_2(\mathbb{Z}) : \\
 f(A) = 0 \\
(b > 0 \text{ if } \Delta_f < 0) 
\end{array} \right\} / \sim \sim \tilde{Q}(f) \quad (12)
$$

**Pf.** Given any $[A]$ in the left hand side of (12), define $\lambda([A]) = [(A - \frac{p}{2})J^{-1}]$, where $J$ is the matrix in (9). It is just a linear transformation.

For $A \in M_2(\mathbb{Z})$, $J^{-1} \in M_2(\mathbb{Z})$, so $(A - \frac{p}{2})J^{-1} \in M_2(\mathbb{Q})$. $f$ is irreducible, and $A$ satisfies $f(A) = 0$, so by Lemma 4.2.1, $f(t)$ is its characteristic polynomial. Thus $\text{tr}(A) = p$, $\text{det}(A) = q$. $A$ can be written as $A = \begin{pmatrix} a & b \\
               c & p-a \end{pmatrix}$, then $\text{det}(A) = ap - a^2 - bc = a(p-a) - bc = ap - a^2 - bc = q$. Note $(A - \frac{p}{2})J^{-1} = \begin{pmatrix} b & p/2-a \\
p/2-a & -c \end{pmatrix}$, where $p/2 - a = (p - 2a)/2$, and $p - 2a \in \mathbb{Z}$, $p - 2a \equiv p \pmod{2}$. Also we have $\text{det}((A - \frac{p}{2})J^{-1}) = -bc - (p/2 - a)^2 = -bc - a^2 + ap - p^2/4 = q - p^2/4 = -\Delta_f/4$.

Now consider the special condition when $\Delta_f < 0$. We know $A = \begin{pmatrix} a & b \\
               c & p-a \end{pmatrix}$. If $b > 0$, then the (1,2)-entry of its conjugate $TAT^{-1}$ for any $T \in SL_2(\mathbb{Z})$ is still positive. The reason is as follows. Suppose $T = \begin{pmatrix} r & s \\
u & v \end{pmatrix}$, then the (1,2)-entry of $TAT^{-1}$ is $br^2 + (p-2a)rs - cs^2 > 0$, for its discriminant is $\Delta = (p-2a)^2 + 4bc = p^2 - 4ap + 4a^2 + 4bc = p^2 - 4q = \Delta_f < 0$. 
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Under the condition $\Delta f < 0$, we also have $b > 0 \iff (A-\frac{p}{2})J^{-1} > 0$, because $(A-\frac{p}{2})J^{-1} = \begin{pmatrix} b & p/2 - a \\ p/2 - a & -c \end{pmatrix}$, and $\det((A-\frac{p}{2})J^{-1}) = -\Delta f/4 > 0$.

Given any two $[A], [B]$ in the left hand side of (12), $\lambda([A]) = [(A-\frac{p}{2})J^{-1}]$, $\lambda([B]) = [(B-\frac{p}{2})J^{-1}]$. $\forall T \in SL_2(\mathbb{Z})$, we have

$$B = TAT^{-1} \iff (B - \frac{p}{2}) = T(A - \frac{p}{2})T^{-1}$$

$$\iff (B - \frac{p}{2})J^{-1} = T(A - \frac{p}{2})T^{-1}J^{-1}$$

By Lemma 4.3.1, we have

$$T(A - \frac{p}{2})T^{-1}J^{-1} = T(A - \frac{p}{2})J^{-1}JT^{-1}J^{-1}$$

$$= T(A - \frac{p}{2})J^{-1}(T^{-1})^{-t}$$

$$= T(A - \frac{p}{2})J^{-1}T^t$$

Thus

$$B = TAT^{-1} \iff (B - \frac{p}{2})J^{-1} = T(A - \frac{p}{2})J^{-1}T^t$$

i.e.

$$A \sim B \iff (A - \frac{p}{2})J^{-1} \sim (B - \frac{p}{2})J^{-1}$$

Hence, the map $\lambda$ is well-defined and injective. Now we are going to show it is surjective.

For any $[A] \in \tilde{Q}(f)$, consider the matrix $AJ + \frac{p}{2}$. Suppose $A = \begin{pmatrix} a & b \\ b & c \end{pmatrix}$, then

$$AJ + \frac{p}{2} = \begin{pmatrix} \frac{p-b}{2} & a \\ \frac{p-b}{2} & -c \end{pmatrix}$$. $AJ + \frac{p}{2} \in M_2(\mathbb{Z})$, for $b \equiv p \pmod{2}$. Also $\text{tr}(AJ + \frac{p}{2}) = p$, $\det(AJ + \frac{p}{2}) = (p^2 - b^2)/4 + ac = q$, for $\det(A) = ac - b^2/4 = -\Delta f/4$. So the characteristic polynomial of $AJ + \frac{p}{2}$ is $t^2 - pt + q = f(t)$. Thus we have $f(AJ + \frac{p}{2}) = 0$. When $\Delta f < 0$, $A > 0$ implies $a > 0$. So $[AJ + \frac{p}{2}]$ is in the left hand side of (12), and $\lambda([AJ + \frac{p}{2}]) = [A]$. $\lambda$ is surjective. \(\square\)

### 4.4 Generalization of Gauss Correspondence

The bijection in (12) gives us a link between the Gauss Correspondence and the LMT. But the conjugation there is the conjugation by an element in $SL_2(\mathbb{Z})$. If we need generalize the Gauss Correspondence, we need to get the LMT in $SL_n$ version. That is what we are going to do next.
As in section 4.2, let $k$ be a number field (local or global), and $\mathcal{O}_k$ be its ring of integers. Let $f(t) \in \mathcal{O}_k[t]$ be a monic irreducible polynomial of degree $n$ over $k$. Let $P \in M_n(\mathcal{O}_k)$ with $f(P) = 0$ be a fixed matrix. From Lemma 4.2.1, we know $f(t)$ is the characteristic polynomial for $P$. Fix one of its eigenvalues, and denote it by $\theta$. Of course $\theta \in \overline{\mathcal{O}_k}$ and satisfies $f(\theta) = 0$. As before, take $K = k(\theta)$, then $[K : k] = n$. Also define $H_K$, $H_K^+$, $\mathcal{O}$, $I_\mathcal{O}$, $I_\mathcal{O}_n$, $M_n(\mathcal{O}_k; f)$, $\tilde{M}_n(\mathcal{O}_k; f)$ and $\tilde{M}_n^+(\mathcal{O}_k; f)$ as before. Then we have the following generalization of Gauss Correspondence:

\textbf{Theorem 4.4.1.} There is an exact sequence of pointed sets:

$$1 \to C_P(\text{SL}_n(\mathcal{O}_k)) \overset{\iota}{\to} C_P(\text{GL}_n(\mathcal{O}_k)) \overset{\text{det}}{\to} \mathcal{O}_k^\times \overset{\delta}{\to} \tilde{M}_n^+(\mathcal{O}_k; f) \overset{i_f}{\to} \tilde{M}_n(\mathcal{O}_k; f) \to 1$$ (13)

where $C_P(\text{SL}_n(\mathcal{O}_k))$ and $C_P(\text{GL}_n(\mathcal{O}_k))$ are the centralizers of $P$ in $\text{SL}_n(\mathcal{O}_k)$ and $\text{GL}_n(\mathcal{O}_k)$ respectively, and we consider $[P]$ as the distinguished element in both $\tilde{M}_n^+(\mathcal{O}_k; f)$ and $\tilde{M}_n(\mathcal{O}_k; f)$ when we talk about its exactness. Moreover, when $\mathcal{O}_K = \mathcal{O}_k[\theta]$, we have a bijection $i_f$:

$$\tilde{M}_n^+(\mathcal{O}_k; f) \overset{\sim}{\to} \mathcal{O}_k^\times / N_{\mathcal{O}_K/k} \mathcal{O}_K^\times \times \tilde{M}_n(\mathcal{O}_k; f)$$ (14)

So if in addition, $\mathcal{O}_k$ is a PID, by LMT, $i_f$ becomes

$$\tilde{M}_n^+(\mathcal{O}_k; f) \overset{\sim}{\to} \mathcal{O}_k^\times / N_{\mathcal{O}_K/k} \mathcal{O}_K^\times \times H_K$$ (15)

Here, I think I should point out that any of the bijections in (14) and (15) doesn’t depend on $P$.

\textbf{Pf.} In (13), we define $\iota$ to be the inclusion map, “det” to be the determinant map, $i$ to be the map induced by identity map. And we define $\delta$ as follows: $\forall a \in \mathcal{O}_k^\times$, take any $A \in \text{GL}_n(\mathcal{O}_k)$ with $\text{det}(A) = a$, then define $\delta(a) = [A^{-1}P A] \in \tilde{M}_n^+(\mathcal{O}_k; f)$.

The definition of $\delta$ is well-defined. First, $f(A^{-1}PA) = A^{-1}f(P)A = 0$. And if we choose another matrix $B \in \text{GL}_n(\mathcal{O}_k)$ with $\text{det}(B) = a$, then $\text{det}(B^{-1}A) = 1$ and $B^{-1}A \in \text{SL}_n(\mathcal{O}_k)$. So $B^{-1}PB = B^{-1}AA^{-1}PAA^{-1}B = (B^{-1}A)A^{-1}PA(B^{-1}A)^{-1}$, thus $[B^{-1}PB] = [A^{-1}PA]$. The definition of $\delta$ does not depend on the choice of $A$.

Now we are going to show the exactness of (13). $\iota$ is the inclusion map, so it is injective. $\forall A \in C_P(\text{SL}_n(\mathcal{O}_k))$, we know $\text{det}(A) = 1$, so $\text{det} \circ \iota(A) = 1$. $\forall A \in C_P(\text{GL}_n(\mathcal{O}_k))$, if $\text{det}(A) = 1$, then $A \in C_P(\text{SL}_n(\mathcal{O}_k))$. So (13) is exact at $C_P(\text{SL}_n(\mathcal{O}_k))$ and $C_P(\text{GL}_n(\mathcal{O}_k))$.

$\forall A \in C_P(\text{GL}_n(\mathcal{O}_k))$, suppose $\text{det}(A) = a$, then $\delta(a) = [A^{-1}PA]$, because we can still take the $A$ in the definition of $\delta$ to be this $A$. But $A \in C_P(\text{GL}_n(\mathcal{O}_k))$, so $\delta \circ \text{det}(A) = \ldots$
\[ A^{-1}PA = [A^{-1}P] = [P]. \] And \( \forall a \in \mathcal{O}_k^\times \), if \( \delta(a) = [P] \), then by the definition of \( \delta \), choose any \( A \in GL_n(\mathcal{O}_k) \) with \( \det(A) = a \), \( \delta(a) = [A^{-1}PA] \). So we have \( [A^{-1}PA] = [P] \). It means that there exists some \( T \in SL_n(\mathcal{O}_k) \), such that \( A^{-1}PA = TPT^{-1} \). Thus, \( P(\mathcal{A}T) = (\mathcal{A}T)P \), \( \mathcal{A}T \in C_P(GL_n(\mathcal{O}_k)) \) and \( \det(\mathcal{A}T) = \det(A) = a \). So (13) is exact at \( \mathcal{O}_k^\times \).

\( \forall a \in \mathcal{O}_k^\times \), by the definition of \( \delta \), \( \delta(a) = [A^{-1}PA] \), if choosing some \( A \in GL_n(\mathcal{O}_k) \) with \( \det(A) = a \). Of course \( [A^{-1}PA] = [P] \) in \( \tilde{M}_n(\mathcal{O}_k; f) \). And \( \forall [A] \in \tilde{M}_n^+(\mathcal{O}_k; f) \), if \( [A] = [P] \) in \( \tilde{M}_n(\mathcal{O}_k; f) \), then there is some \( T \in GL_n(\mathcal{O}_k) \), such that \( TAT^{-1} = P \). So \( A = T^{-1}PT \).

Let \( a = \det(T) \in \mathcal{O}_k^\times \), then \( \delta(a) = [T^{-1}PT] = [A] \), if taking the \( A \) in the definition of \( \delta \) to be \( T \). So (13) is exact at \( \tilde{M}_n^+(\mathcal{O}_k; f) \).

The surjectivity of \( i \) is obvious. So all in all, we get that (13) is an exact sequence of pointed sets.

Now we are going to show that \( N_{K|k}(\mathcal{O}_k[\theta])^\times \subseteq \text{Im}(\det) \). Note that we denote \( \mathcal{O} = \mathcal{O}_k[\theta] \). Because \( \theta \) is an eigenvalue of \( P \), we have

\[ \exists x = \begin{pmatrix} x_1 \\ \vdots \\ x_n \end{pmatrix} \in \mathcal{O}^n, x \neq 0, \text{s.t. } Px = \theta x. \]

As before, here there exists such an eigenvector \( x \) in \( K^n \). But after multiplying an appropriate number in \( \mathcal{O}_k \), it can be taken from \( \mathcal{O}^n \).

Let \( \mathfrak{a} = [x_1, \ldots, x_n]_{\mathcal{O}_k} \), then \( \mathfrak{a} \) is an integral ideal in \( \mathcal{O} \), for \( \theta x = Px \). So \( \{x_1, \ldots, x_n\} \) is linearly independent over \( k \) and it forms a basis for \( K \) over \( k \). For any \( g(\theta) \in (\mathcal{O}_k[\theta])^\times \), where \( g(t) \in \mathcal{O}_k[t] \), in view of \( Px = \theta x \), we have \( g(P)x = g(\theta)x \). Because \( \{x_1, \ldots, x_n\} \) forms a basis for \( K \) over \( k \), we get \( \det(g(P)) = N_{K|k}(g(\theta)) \). For \( g(\theta) \in (\mathcal{O}_k[\theta])^\times \subseteq \mathcal{O}_K^\times \), so \( \det(g(P)) = N_{K|k}(g(\theta)) \in \mathcal{O}_K^\times \), \( g(P) \in GL_n(\mathcal{O}_k) \). Obviously, \( g(P) \in C_P(GL_n(\mathcal{O}_k)) \). So \( N_{K|k}(g(\theta)) = \det(g(P)) \in \text{Im}(\det) \), and \( N_{K|k}(\mathcal{O}_k[\theta])^\times \subseteq \text{Im}(\det) \).

When \( \mathcal{O}_K = \mathcal{O}_k[\theta] \), we have the inverse inclusion: \( \text{Im}(\det) \subseteq N_{K|k}\mathcal{O}_K^\times \). As we know, the polynomial \( f(t) \) is irreducible, thus \( f(t) \) and \( f'(t) \) are coprime, and \( f(t) \) does not have any multiple root. But \( f(t) \) is the characteristic polynomial for \( P \), so \( P \) has no multiple roots. By Lemma 4.2.2, we get that, for any \( A \in C_P(GL_n(\mathcal{O}_k)) \), \( A = g(P) \), where \( g(t) \in k[t] \).

As mentioned before, \( \theta \) is an eigenvalue of \( P \), and \( x \in \mathcal{O}^n \) is the corresponding eigenvector with \( Px = \theta x \). Thus \( Ax = g(P)x = g(\theta)x \). So \( g(\theta) \) is an eigenvalue for \( A \), and it satisfies the characteristic polynomial of \( A \). Hence it is integral over \( \mathcal{O}_k \). Note \( g(\theta) \in K \), thus
$g(\theta) \in \mathcal{O}_K = \mathcal{O}_k[\theta]$. Therefore there exists a polynomial $h(t) \in \mathcal{O}_k[t]$, such that $g(\theta) = h(\theta) \in \mathcal{O}_K$. Thus we have $Ax = h(\theta)x$. As mentioned before, $\{x_1, \ldots, x_n\}$ is linearly independent over $k$ and it forms a basis for $K$ over $k$. So $N_{K|k}(h(\theta)) = \det(A) \in \mathcal{O}_k^\times$. Then we get $h(\theta) \in \mathcal{O}_K^\times$, and $\det(A) = N_{K|k}(h(\theta)) \in N_{K|k}\mathcal{O}_K^\times$. Hence we get the inverse inclusion, $\text{Im}(\det) \subseteq N_{K|k}\mathcal{O}_K^\times$.

All in all, when $\mathcal{O}_K = \mathcal{O}_k[\theta]$, we have $\text{Im}(\det) = N_{K|k}\mathcal{O}_K^\times$. In this case, from (13), we get the following exact sequence of pointed sets:

$$1 \to \mathcal{O}_k^\times / N_{K|k}\mathcal{O}_K^\times \xrightarrow{\delta} \tilde{M}_n^+(\mathcal{O}_k; f) \xrightarrow{i} \tilde{M}_n(\mathcal{O}_k; f) \to 1 \tag{16}$$

Here $\delta$ is the map induced from the $\delta$ before. This $\delta$ is well-defined. The reason is as follows: $\forall [a] \in \mathcal{O}_k^\times / N_{K|k}\mathcal{O}_K^\times$, where $a \in \mathcal{O}_k^\times$, take any $au \in [a]$ with $u \in N_{K|k}\mathcal{O}_K^\times = \text{Im}(\det)$. There exist $A \in GL_n(\mathcal{O}_k)$ with $\det(A) = a$ and $U \in C_P(GL_n(\mathcal{O}_k))$ with $\det(U) = u$. Thus $\det(UA) = ua = au$ and then by definition of $\delta$ in (13), $\delta(au) = [A^{-1}U^{-1}PA] = [A^{-1}PA] = \delta(a)$, for $U \in C_P(GL_n(\mathcal{O}_k))$. So $\delta([a]) = \delta(a)$ is well-defined.

The $\delta$ in (16) is injective. For $\forall [a], [b] \in \mathcal{O}_k^\times / N_{K|k}\mathcal{O}_K^\times$, $a, b \in \mathcal{O}_k^\times$, let $A, B \in GL_n(\mathcal{O}_k)$ with $\det(A) = a$, $\det(B) = b$, then by definition of $\delta$ above, we have $\delta([a]) = \delta(a) = [A^{-1}PA]$ and $\delta([b]) = \delta(b) = [B^{-1}PB]$. If $\delta([a]) = \delta([b])$, then $[A^{-1}PA] = [B^{-1}PB]$. There exists some $T \in SL_n(\mathcal{O}_k)$, such that $B^{-1}PB = TA^{-1}PAT^{-1}$. Then $PBT A^{-1} = BTA^{-1}P$, $BTA^{-1} \in C_P(GL_n(\mathcal{O}_k))$. Thus $ba^{-1} = \det(BTA^{-1}) \in \text{Im}(\det) = N_{K|k}\mathcal{O}_K^\times$, $[a] = [b]$.

Denote the $\delta$ in (16) by $\delta_P$ to signify that the definition of $\delta$ there depends on the choice of $P$. But the definition of $i$ in (16) does not depend on $P$. If we take any element $[A] \in \tilde{M}_n(\mathcal{O}_k; f)$, we have $A \in M_n(\mathcal{O}_k)$ and $f(A) = 0$. By Lemma 4.2.1, we know $f(t)$ is the characteristic polynomial for $A$ again. And we can still fix the same $\theta$ as its eigenvalue and get the same $K$ as before. Then the story above for $P$ works for $A$ too, and we get another exact sequence of pointed sets:

$$1 \to \mathcal{O}_k^\times / N_{K|k}\mathcal{O}_K^\times \xrightarrow{\delta_A} \tilde{M}_n^+(\mathcal{O}_k; f) \xrightarrow{i} \tilde{M}_n(\mathcal{O}_k; f) \to 1 \tag{17}$$

where we consider $[A]$ as the distinguished element in both $\tilde{M}_n^+(\mathcal{O}_k; f)$ and $\tilde{M}_n(\mathcal{O}_k; f)$ in (17) when we talk about its exactness.

By the exactness of (17), we get $\text{Im}(\delta_A) = i^{-1}([A])$. From the injectivity of $\delta_A$, we get the bijection $\delta_A^{-1} : i^{-1}([A]) \to \mathcal{O}_k^\times / N_{K|k}\mathcal{O}_K^\times$. 
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Let \( \{A_i \in M_n(\mathcal{O}_k; f) : i \in \mathcal{I}\} \) be a fixed set of the representatives of \( \tilde{M}_n(\mathcal{O}_k; f) \). Define

\[
i_f : \tilde{M}_n^+(\mathcal{O}_k; f) \longrightarrow \mathcal{O}_k^\times/N_{K/k}\mathcal{O}_K^\times \times \tilde{M}_n(\mathcal{O}_k; f)
\]

\[
[A] \longmapsto (\delta_{A_i}^{-1}([A]), [A])
\]

if \( [A] = [A_i] \in \tilde{M}_n(\mathcal{O}_k; f) \) for some \( i \in \mathcal{I} \)

- \( i_f \) is well-defined.

\[ \forall [A] \in \tilde{M}_n^+(\mathcal{O}_k; f), \ i([A]) = [A] \in \tilde{M}_n(\mathcal{O}_k; f), \] so \( [A] = [A_i] \) for some \( i \in \mathcal{I} \), because \( \{A_i \in M_n(\mathcal{O}_k; f) : i \in \mathcal{I}\} \) is a set of the representatives of \( \tilde{M}_n(\mathcal{O}_k; f) \).

Then \( [A] \in i^{-1}([A_i]) \), and the definition of \( i_f \) makes sense. If \( [B] \in \tilde{M}_n^+(\mathcal{O}_k; f) \), with \( [B] = [A] \) in \( \tilde{M}_n^+(\mathcal{O}_k; f) \), then \( [B] = [A] = [A_i] \in \tilde{M}_n(\mathcal{O}_k; f) \). And we have \( \delta_{A_i}^{-1}([A]) = \delta_{A_i}^{-1}([B]) \), because \( [A] = [B] \in i^{-1}([A_i]) \subseteq \tilde{M}_n^+(\mathcal{O}_k; f) \). \( i_f \) is well-defined.

- \( i_f \) is injective.

If \( [A], [B] \in \tilde{M}_n^+(\mathcal{O}_k; f) \), with \( i_f[A] = i_f[B] \), then \( [A] = [B] \in \tilde{M}_n(\mathcal{O}_k; f) \). Thus there is some \( i \in \mathcal{I} \) such that \( [A] = [B] = [A_i] \) in \( \tilde{M}_n(\mathcal{O}_k; f) \). Again from \( i_f[A] = i_f[B] \), we also have \( \delta_{A_i}^{-1}([A]) = \delta_{A_i}^{-1}([B]) \), and then \( [A] = [B] \) in \( \tilde{M}_n^+(\mathcal{O}_k; f) \).

- \( i_f \) is surjective.

Take any \( ([a], [A]) \in \mathcal{O}_k^\times/N_{K/k}\mathcal{O}_K^\times \times \tilde{M}_n(\mathcal{O}_k; f) \), \( [A] \in \tilde{M}_n(\mathcal{O}_k; f) \), then there is some \( i \in \mathcal{I} \), such that \( [A] = [A_i] \) in \( \tilde{M}_n(\mathcal{O}_k; f) \). Let \( [B] = \delta_{A_i}([a]) \in \text{Im}(\delta_{A_i}) = i^{-1}([A_i]) \subseteq \tilde{M}_n^+(\mathcal{O}_k; f) \), then \( i([B]) = [B] = [A_i] = [A] \) in \( \tilde{M}_n(\mathcal{O}_k; f) \), and \( \delta_{A_i}^{-1}([B]) = [a] \) for \( \delta_{A_i}^{-1} \) is a bijection. Hence \( i_f([B]) = ([a], [A]) \).

So we get the required bijection. \( \square \)

Now we are going to show why Theorem 4.4.1 is considered as a generalization of Gauss Correspondence.

When \( k = \mathbb{Q} \), and \( f(t) = t^2 - pt + q \) is an irreducible polynomial in \( \mathbb{Z}[t] \), we have \( \Delta_f = p^2 - 4q \), and its roots are \( (p \pm \sqrt{\Delta_f})/2 \). Take \( \theta \) be one of its roots, fixed, thus \( K = \mathbb{Q}(\theta) = \mathbb{Q}(\sqrt{\Delta_f}) \), and \( \mathcal{O}_K^\times = \{\pm 1\} \). We have the following cases:

- Case \( \Delta_f > 0 \):
First, we notice that in this case \( K \) is a real quadratic field. Comparing with (6), we have

\[
|O_K^\times /\mathcal{O}_K^\times| = [P_K : P_K^+] = \begin{cases} 
1, & \exists \epsilon \in O_K^\times, N_{K|k}\epsilon = -1 \\
2, & N_{K|k}\epsilon = 1, \forall \epsilon \in O_K^\times
\end{cases}
\]

So we have a bijection:

\[
O_K^\times /\mathcal{O}_K^\times \times H_K \sim \rightarrow H_K^+
\]

Thus by (15), we have

\[
\tilde{M}_2^+(\mathbb{Z}; f) \sim \rightarrow O_K^\times /\mathcal{O}_K^\times \times H_K \sim \rightarrow H_K^+
\]

(18)

On the other side, in view of \( \Delta f > 0 \), the left hand side of (12) becomes \( \tilde{M}_2^+(\mathbb{Z}; f) \). So combining with (12), (18) implies

\[
H_K^+ \sim \rightarrow \tilde{Q}(f)
\]

By the argument in section 4.3, we know it implies the classical Gauss Correspondence.

• Case \( \Delta f < 0 \):

In this case, the left hand side of (12) becomes

\[
\left\{ A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in M_2(\mathbb{Z}) : f(A) = 0 \text{ and } b > 0 \right\} \sim \rightarrow^+ 
\]

We denote it by \( \tilde{M}_2^+(\mathbb{Z}; f; +) \). Accordingly, we denote

\[
\left\{ A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in M_2(\mathbb{Z}) : f(A) = 0 \text{ and } b < 0 \right\} \sim \rightarrow^+ 
\]

by \( \tilde{M}_2^+(\mathbb{Z}; f; -) \).

The definition of \( \tilde{M}_2^+(\mathbb{Z}; f; -) \) is meaningful as that of \( \tilde{M}_2^+(\mathbb{Z}; f; +) \) when \( \Delta f < 0 \). Let \( A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \tilde{M}_2^+(\mathbb{Z}; f; -) \), \( f(A) = 0 \), so by Lemma 4.2.1, \( f \) is the characteristic polynomial for \( A \). Thus \( a + d = p, d = p - a \). If \( b < 0 \), then the (1,2)-entry of its conjugate \( TAT^{-1} \) for any \( T \in SL_2(\mathbb{Z}) \) is still negative. The reason is as follows.

Suppose \( T = \begin{pmatrix} r & s \\ u & v \end{pmatrix} \), then the (1,2)-entry of \( TAT^{-1} \) is \( br^2 + (p - 2a)rs - cs^2 < 0 \), for its discriminant is \( \Delta = (p - 2a)^2 + 4bc = p^2 - 4ap + 4a^2 + 4bc = p^2 - 4q = \Delta f < 0 \).
For any \( A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in M_2(\mathbb{Z}), \) if \( f(A) = 0, \) then \( b \neq 0. \) Otherwise, by Lemma 4.2.1, we know, the characteristic polynomial of \( A \) is \( f(t) = (t - a)(t - d), \) not irreducible any more. Therefore, \( \tilde{M}_2^+(\mathbb{Z}; f) \) can be split into a disjoint union of \( \tilde{M}_2^+(\mathbb{Z}; f; +) \) and \( \tilde{M}_2^+(\mathbb{Z}; f; -) \) as follows:

\[
\tilde{M}_2^+(\mathbb{Z}; f) = \tilde{M}_2^+(\mathbb{Z}; f; +) \coprod \tilde{M}_2^+(\mathbb{Z}; f; -) \tag{19}
\]

We have the following lemma:

**Lemma 4.4.1.** If \( f(t) = t^2 - pt + q \) is an irreducible polynomial in \( \mathbb{Z}[t] \) with discriminant \( \Delta_f < 0, \) then there is a bijection \( t \) induced by transposition:

\[
\tilde{M}_2^+(\mathbb{Z}; f; +) \sim \rightarrow \tilde{M}_2^+(\mathbb{Z}; f; -)
\]

**Pf.** For any \( A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \tilde{M}_2^+(\mathbb{Z}; f), \) we have \( bc < 0. \) The reason is as follows. \( f(A) = 0, \) so by Lemma 4.2.1, \( f \) is the characteristic polynomial for \( A. \) Thus \( p = \text{tr}(A) = a + d, \) \( q = \det(A) = ad - bc. \) The discriminant of \( f \) is \( \Delta_f = p^2 - 4q = (a + d)^2 - 4(ad - bc) = (a - d)^2 + bc < 0. \) Thus \( bc < 0. \)

\[
\forall A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \tilde{M}_2^+(\mathbb{Z}; f; +) \subseteq \tilde{M}_2^+(\mathbb{Z}; f), \ A^t = \begin{pmatrix} a & c \\ b & d \end{pmatrix}. \] Because \( b > 0 \) and \( bc < 0, \) we get \( c < 0. \) Also from \( f(A) = 0, \) we get \( f(A^t) = 0. \) So \([A^t] \in \tilde{M}_2^+(\mathbb{Z}; f; -).\)

Given any two \([A], [B] \in \tilde{M}_2^+(\mathbb{Z}; f; +). \) \( \forall T \in SL_2(\mathbb{Z}), \) we have

\[
B = TAT^{-1} \iff B^t = T^{-t}A^tT^t
\]

\[
\iff B^t = T^{-t}A^t(T^{-t})^{-1}
\]

So \( t \) is well-defined and injective.

For any \( A = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in \tilde{M}_2^+(\mathbb{Z}; f; -) \subseteq \tilde{M}_2^+(\mathbb{Z}; f), \) \( A^t = \begin{pmatrix} a & c \\ b & d \end{pmatrix}. \) Then, for \( b < 0, bc < 0, \) we get \( c > 0. \) And for \( f(A) = 0, f(A^t) = 0. \) So \([A^t] \in \tilde{M}_2^+(\mathbb{Z}; f; +), \) and \( t([A^t]) = [A], \) \( t \) is surjective. Hence, \( t \) is a bijection. \( \square \)

From this lemma and the decomposition (19), we have the following bijection:

\[
\tilde{M}_2^+(\mathbb{Z}; f) \sim \rightarrow \mathbb{Z}/2\mathbb{Z} \times \tilde{M}_2^+(\mathbb{Z}; f; +)
\]
Notice that the left hand side of (12) is just $\tilde{M}_2^+(\mathbb{Z}; f; +)$, we get

$$\tilde{M}_2^+(\mathbb{Z}; f) \xrightarrow{\sim} \mathbb{Z}/2\mathbb{Z} \times \tilde{Q}(f)$$

(20)

On the other side, from (15), we have

$$\tilde{M}_2^+(\mathbb{Z}; f) \xrightarrow{\sim} \mathbb{Z}/2\mathbb{Z} \times H_K$$

because the nontrivial conjugation over $K$ is just the complex conjugation and the norm function always has positive values. In view of (20), we get

$$H_K^+ = H_K \xrightarrow{\sim} \tilde{Q}(f)$$

Again, by the argument in section 4.3, we know it implies the classical Gauss Correspondence.

### 4.5 Polynomial Cohomology

Inspired by Theorem 4.4.1, one may want to get a more generalized result and apply it in some other circumstances. That is what I am going to do now.

Let $G$ be a group, $R$ be a commutative ring and $\mathcal{A}$ be an $R$-algebra. $f(t) \in R[t]$ is a polynomial. For a multiplicative subset $M \subseteq \mathcal{A}$, if $G$ acts on the subset of $M$, $M^f = \{A \in M : f(A) = 0\}$, we define

$$H^1(f, M; G) = \{A \in M : f(A) = 0\}/G$$

to be the set of $G$-orbits of $M^f$. When $1 \in M$, denote $M^\times$ be the set of all the invertible elements in $M$, then it is a group. If it acts on $M^f$, we simply denote $H^1(f, M; M^\times)$ by $H^1(f, M)$.

Take a multiplicative set $S$ with unity, and assume $M$ contains the multiplicative unity of $\mathcal{A}$ too. Let us abuse the notation, and denote those two unities by the same expression $1$. Let $\pi : M \to S$ be a surjective map with $\pi(1) = 1$ and $\pi(AB) = \pi(A)\pi(B)$, $\forall A, B \in M$. Also assume $\Gamma = \ker(\pi) = \{A \in M : \pi(A) = 1\}$ be a group. So we have the following exact sequence of pointed sets:

$$1 \to \Gamma \to M \xrightarrow{\pi} S \to 1$$

(21)

Let $M^\times$, $S^\times$ act by conjugation on $M$, $S$ respectively. And for any $P \in M$, denote $C_P(\Gamma) = \{A \in \Gamma : AP = PA\}$, $C_P(M^\times) = \{A \in M^\times : AP = PA\}$ and $C_{\pi(P)}(S^\times) = \{a \in$
\[ S^\times : a\pi(P) = \pi(P)a \}. \] Then the following theorem tells us that we can get a long exact sequence from (21).

**Theorem 4.5.1.** For any \( P \in M^f \), \( \Gamma \) acts by conjugation on \((\pi^{-1} \circ \pi(P))^f\), and we have the following long exact sequence of pointed sets:

\[ 1 \to C_P(\Gamma) \xrightarrow{i} C_P(M^\times) \xrightarrow{\pi} C_\pi(P)(S^\times) \delta \xrightarrow{P} H^1(f, \pi^{-1} \circ \pi(P); \Gamma) \xrightarrow{i} H^1(f, M) \]  

(22)

Moreover, if \( S \) is contained in a \( R \)-algebra \( B \), and their unities coincide, and if \( \pi \) is defined as a map \( \pi : A \to B \), \( \pi|_M \) is the \( \pi \) above, and it satisfies \( \pi(0) = 0 \), \( \pi(aA) = a\pi(A) \) and \( \pi(A + B) = \pi(A) + \pi(B) \), \( \forall a \in R \), \( \forall A, B \in M \), then we have the following long exact sequence of pointed sets:

\[ 1 \to C_P(\Gamma) \xrightarrow{i} C_P(M^\times) \xrightarrow{\pi} C_\pi(P)(S^\times) \delta \xrightarrow{P} H^1(f, \pi^{-1} \circ \pi(P); \Gamma) \xrightarrow{i} H^1(f, S) \]  

(23)

Here when we talk about the exactnesses of (22) and (23), we consider \([P]\) as the distinguished element in both \( H^1(f, \pi^{-1} \circ \pi(P); \Gamma) \) and \( H^1(f, M) \), and consider \([\pi(P)]\) as the distinguished element in \( H^1(f, S)\). And if \( \{P_i \in (\pi^{-1} \circ \pi(P))^f : i \in I\} \) is a set of representatives of \( i(H^1(f, \pi^{-1} \circ \pi(P); \Gamma)) \), we have a bijection \( i_f: \)

\[ H^1(f, \pi^{-1} \circ \pi(P); \Gamma) \xrightarrow{\sim} \coprod_{i \in I} \pi(C_{P_i}(M^\times))\setminus C_{\pi(P)}(S^\times) \]  

(24)

which splits \( H^1(f, \pi^{-1} \circ \pi(P); \Gamma) \) into a disjoint union of the sets of right cosets of \( \pi(C_{P_i}(M^\times)) \) in \( C_{\pi(P)}(S^\times) \).

**Pf.** First, let me show that for any \( P \in M^f \), \( \Gamma \) acts by conjugation on \((\pi^{-1} \circ \pi(P))^f\). \( \forall A \in (\pi^{-1} \circ \pi(P))^f \), \( \gamma \in \Gamma \), we have \( \gamma A \gamma^{-1} \in M \), and \( \pi(\gamma A \gamma^{-1}) = \pi(\gamma)\pi(A)\pi(\gamma^{-1}) = \pi(A) = \pi(P) \), for \( \pi(\gamma^{-1}) = \pi(\gamma)\pi(\gamma^{-1}) = \pi(\gamma \gamma^{-1}) = \pi(1) = 1 \). Of course \( f(\gamma A \gamma^{-1}) = \gamma f(A) \gamma^{-1} = 0 \), so \( \gamma A \gamma^{-1} \in (\pi^{-1} \circ \pi(P))^f \). Hence \( \Gamma \) acts by conjugation on \((\pi^{-1} \circ \pi(P))^f \).

Next, note that from (21), we can get the following short exact sequence of groups:

\[ 1 \to \Gamma \to M^\times \xrightarrow{\pi} S^\times \to 1 \]  

(25)

The reason is as follows. Because \( \Gamma \) is a group, \( \forall a \in \Gamma \subseteq M \), \( \exists b \in \Gamma \subseteq M \), such that \( ab = 1 \), thus \( a \in M^\times \), \( \Gamma \subseteq M^\times \). For any \( m \in M^\times \), there is some \( m' \in M \), such that \( mm' = 1 \). Then \( \pi(mm') = \pi(m)\pi(m') = \pi(1) = 1 \). So \( \pi(m) \in S^\times \). By definition of \( \Gamma \), we know (25) is exact.
at $M^\times$. For any $s \in S^\times$, there is some $s' \in S$, such that $ss' = 1$. For $s, s' \in S$, there are $m, m' \in M$, such that $\pi(m) = s$ and $\pi(m') = s'$. So $\pi(mm') = \pi(m)\pi(m') = ss' = 1$. Thus $mm' \in \Gamma$, $(mm')^{-1} \in \Gamma$, and $mm'(mm')^{-1} = 1$, so $m \in M^\times$, $\pi : M^\times \to S^\times$ is surjective.

Now we turn to prove the long exact sequences (22) and (23). In them, $\iota$ is the inclusion map, $i$ is the map induced by inclusion, and $\pi : H^1(f, M) \to H^1(f, S)$ is the map induced by $\pi$. And $\delta = \delta_P$ is defined as follows: $\forall a \in C_{\pi(P)}(S^\times)$, by (25), there is some $A \in M^\times$ with $\pi(A) = a$, then define $\delta(a) = [A^{-1}PA] \in H^1(f, \pi^{-1} \circ \iota(P); \Gamma)$. Here we use the notation $\delta_P = \delta$ to signify that the definition of $\delta$ depends on the choice of $P$.

The definition of $\delta$ is well-defined. First, $A^{-1}PA \in M$, $f(A^{-1}PA) = A^{-1}f(P)A = 0$, and $\pi(A^{-1}PA) = \pi(A^{-1})\pi(P)\pi(A) = \pi(A^{-1})\pi(A)\pi(P) = \pi(A^{-1})\pi(A)\pi(P) = \pi(A)\pi(P) = \pi(P)$, for $\pi(A) = a \in C_{\pi(P)}(S^\times)$. Hence we have $[A^{-1}PA] \in H^1(f, \pi^{-1} \circ \iota(P); \Gamma)$. If we choose another element $B \in M^\times$ with $\pi(B) = a$, then $\pi(B^{-1}A) = \pi(B)^{-1}\pi(A) = 1$ and $B^{-1}A \in \Gamma$. So $B^{-1}PB = B^{-1}AA^{-1}PAA^{-1}B = (B^{-1}A)A^{-1}PA(B^{-1}A)^{-1}$, thus $[B^{-1}PB] = [A^{-1}PA]$. The definition of $\delta$ does not depend on the choice of $A$.

$\iota$ is the inclusion map, so it is injective. $\forall A \in C_P(\Gamma)$, we know $\pi(A) = 1$, so $\pi \circ \iota(A) = 1$. $\forall A \in C_P(M^\times)$, if $\pi(A) = 1$, then $A \in C_P(\Gamma)$. So (22) and (23) are exact at $C_P(\Gamma)$ and $C_P(M^\times)$.

$\forall A \in C_P(M^\times)$, suppose $\pi(A) = a$, then $\delta(a) = [A^{-1}PA]$, because we can still take the $A$ in the definition of $\delta$ to be this $A$. But $A \in C_P(M^\times)$, so $\iota \circ \pi(A) = [A^{-1}PA] = [A^{-1}PA] = [A^{-1}AP] = [P]$. And $\forall a \in C_{\pi(P)}(S^\times)$, if $\delta(a) = [P]$, then by the definition of $\delta$, choose any $A \in M^\times$ with $\pi(A) = a$, $\delta(a) = [A^{-1}PA]$. So we have $[A^{-1}PA] = [P]$. It means that there exists some $T \in \Gamma$, such that $A^{-1}PA = TPT^{-1}$. Thus, $P(\pi(T)) = (AT)P$, $AT \in C_P(M^\times)$ and $\pi(\pi(T)) = \pi(A)\pi(T) = a$. So (22) and (23) are exact at $C_{\pi(P)}(S^\times)$.

$\forall a \in C_{\pi(P)}(S^\times)$, by the definition of $\delta$, $\delta(a) = [A^{-1}PA]$, if choosing some $A \in M^\times$ with $\pi(A) = a$. Of course $[A^{-1}PA] = [P]$ in $H^1(f, M)$. And $\forall [A] \in H^1(f, \pi^{-1} \circ \iota(P); \Gamma)$, if $[A] = [P]$ in $H^1(f, M)$, then there is some $T \in M^\times$, such that $TAT^{-1} = P$. So we get $TA = PT$. Thus $\pi(\pi(TA)) = \pi(\pi(PT)) = \pi(T)\pi(A) = \pi(P)\pi(T) = \pi(T)\pi(P)$, for $[A] \in H^1(f, \pi^{-1} \circ \iota(P); \Gamma)$ and $\pi(A) = \pi(P)$. Let $a = \pi(T) \in S^\times$, then $a \in C_{\pi(P)}(S^\times)$. Also from above, we know $TAT^{-1} = P$, thus $A = T^{-1}PT$. So $\delta(a) = [T^{-1}PT] = [A]$, if taking the $A$ in the definition of $\delta$ to be $T$. So (22) and (23) are exact at $H^1(f, \pi^{-1} \circ \iota(P); \Gamma)$.

Moreover, if $S$ is contained in a $R$-algebra $B$, and their unities coincide, and if $\pi$ is defined
as a map \( \pi : A \to B \), \( \pi|_M \) is the \( \pi \) as before, and it satisfies \( \pi(0) = 0 \), \( \pi(aA) = a\pi(A) \) and \( \pi(A + B) = \pi(A) + \pi(B) \), \( \forall a \in R \), \( \forall A, B \in M \), then (23) is exact at \( H^1(f, M) \). The reason is as follows. \( \forall [A] \in H^1(f, M) \), we have \( \pi(A) \in S \) and \( f(\pi(A)) = \pi(f(A)) = \pi(0) = 0 \). So the map \( \pi : H^1(f, M) \to H^1(f, S) \) is well-defined. Also \( \forall [A] \in H^1(f, \pi^{-1} \circ \pi(P); \Gamma) \), we have \( \pi(A) = (\pi(P) \pi^{-1} \circ \pi(P) H^1(f, \pi^{-1} \circ \pi(P); \Gamma)) \). The reason is as follows. For any \( A \in S \), \(\pi\) is an injection. By the above argument, and from (22), we can get the following exact sequence of pointed sets:

\[
1 \to \pi(C_P(M^\times)) \otimes \pi(P)(S^\times) \xrightarrow{\delta_P} H^1(f, \pi^{-1} \circ \pi(P); \Gamma) \xrightarrow{i} \text{Im}(i) \to 1
\] (26)

where \( \delta_P \) is an injection.

In view of the exactness of (26) and the injectivity of \( \delta_P \), we get \( \text{Im}(\delta_P) = i^{-1}([P]) \) and the bijection \( \delta_P^{-1} : i^{-1}([P]) \to \pi(C_P(M^\times)) \otimes \pi(P)(S^\times). \)

The arguments before are all valid for an arbitrary element \( P \in M^I \). So if let \( \{P_i \in (\pi^{-1} \circ \pi(P))^I : i \in I\} \subseteq M^I \) be a set of representatives of \( i(H^1(f, \pi^{-1} \circ \pi(P); \Gamma)) \), then
\[ \pi(P_i) = \pi(P), \ H^1(f, \pi^{-1} \circ \pi(P_i); \Gamma) = H^1(f, \pi^{-1} \circ \pi(P); \Gamma), \ \forall i \in \mathcal{I}. \] 

And we have the following bijection \( i_f = \coprod_{i \in \mathcal{I}} \delta_{P_i}^{-1} \):

\[ H^1(f, \pi^{-1} \circ \pi(P); \Gamma) = \coprod_{i \in \mathcal{I}} \delta_{P_i}^{-1} \left( [P_i] \right) \sim \coprod_{i \in \mathcal{I}} \pi(C_{P_i}(M^\times)) \backslash C_{\pi(P)}(S^\times) \]

where the restriction of \( \coprod_{i \in \mathcal{I}} \delta_{P_i}^{-1} \) to each \( i^{-1}(P_i) \) is \( \delta_{P_i}^{-1} \), \( \forall i \in \mathcal{I} \). □

Theorem 4.5.1 is a generalization of Theorem 4.4.1. In Theorem 4.5.1, if we take

- The commutative ring \( R \) to be \( \mathcal{O}_k \), the ring of integers of a number field \( k \);
- The polynomial \( f \) to be irreducible;
- The \( R \)-algebra \( \mathcal{A} \) to be \( M_n(\mathcal{O}_k) \), where \( n \) is the degree of \( f \);
- The multiplicative subset \( M \) to be \( \mathcal{A} \);
- the \( R \)-algebra \( \mathcal{B} \) to be \( \mathcal{A} \);
- The multiplicative subset \( S \) to be \( \mathcal{A} \);
- The map \( \pi \) to be the determinant map;

then \( M^\times = GL_n(\mathcal{O}_k), \ S^\times = \mathcal{O}_k^\times, \ \Gamma = SL_n(\mathcal{O}_k), \ C_{\pi(P)}(S^\times) = \mathcal{O}_k^\times \) and \( H^1(f, M) = \tilde{M}_n(\mathcal{O}_k; f) \).

Also we have \( (\pi^{-1} \circ \pi(P))^f = M_n(\mathcal{O}_k; f) \). First it is obvious that \( (\pi^{-1} \circ \pi(P))^f \subseteq M_n(\mathcal{O}_k; f) \). On the other side, for any \( A \in M_n(\mathcal{O}_k; f) \), then \( f(A) = 0 \). In view of \( P \in M^f \), we also have \( f(P) = 0 \). By Lemma 4.2.1, \( f \) is the characteristic polynomial for both \( A \) and \( P \), thus \( \det(A) = \det(P), \ A \in (\pi^{-1} \circ \pi(P))^f \). So \( (\pi^{-1} \circ \pi(P))^f = M_n(\mathcal{O}_k; f) \) and \( H^1(f, \pi^{-1} \circ \pi(P); \Gamma) = \tilde{M}_n(\mathcal{O}_k; f) \). Hence the exact sequence (22) becomes (13), and the bijection (24) implies (14).

5 Cyclic Action

5.1 Cyclic Action

Equipped with the generalization of Gauss Correspondence and an even more general polynomial cohomology, let us now turn back to the question proposed in section 3.3.
In that question, a cyclic group $\mathcal{G} = \langle \theta \rangle$ of order two acts on $M_2(\mathbb{Z})$ as:

$$\theta x = x^\ast\theta = \begin{pmatrix} d & -c \\ -b & a \end{pmatrix}, \text{ if } x = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in M_2(\mathbb{Z}).$$

From Lemma 4.3.1, we know that this action is actually given by conjugation of a special matrix $J = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}$, whose action on $M_2(\mathbb{Z})$ is cyclic of order two. Hence, considering the cyclic action of a matrix on a matrix algebra by conjugation is one way to generalize it. This action is actually an action of $\mathbb{Z}$, so first let us look at a triple system $(\mathcal{G}, (G, M))$ with $\mathcal{G} = \mathbb{Z}$ in general.

**Lemma 5.1.1.** If the action of $1 \in \mathbb{Z}$ on $G$ is written as $s(g) = 1^g$, $\forall g \in G$, then for any $c \in Z^1(\mathbb{Z}, G)$, we have

$$c_n = \begin{cases} 
A s^2(A) \cdots s^{n-1}(A) & \text{if } n > 0 \\
1 & \text{if } n = 0 \\
s^{-1}(A^{-1}) s^{-2}(A^{-1}) \cdots s^{n-1}(A^{-1}) & \text{if } n < 0 
\end{cases}$$

for some $A \in G$. Conversely, for any $A \in G$, that expression gives a cocycle in $Z^1(\mathbb{Z}, G)$.

Moreover, for any two $c, c' \in Z^1(\mathbb{Z}, G)$,

$$c \sim c' \iff \exists u \in G, \text{ such that } c'_1 = u^{-1} c_1 s(u)$$

**Pf.** First let us show the expression of $c_n$ by induction. Take $A = c_1 \in G$, then we know that $c_0 = 1$, and $c_1 = A$. Thus $c_0 = c_{1+(-1)} = c_1 s(c_{-1}) = 1$, $c_{-1} = s^{-1}(A^{-1})$.

Suppose the expression of $c_n$ is true for $n = m, -m$, where $m \in \mathbb{Z}$, and $m > 0$, then

$$c_{m+1} = c_1 s(c_m) = A s(A) s^2(A) \cdots s^{m-1}(A)) = A s(A) s^2(A) \cdots s^m(A)$$

$$c_{-m-1} = c_{-1} s^{-1}(c_{-m}) = s^{-1} s^{-2}(A^{-1}) s^{-3}(A^{-1}) \cdots s^{-m}(A^{-1}) = s^{-1}(A^{-1}) s^{-2}(A^{-1}) \cdots s^{-m-1}(A^{-1})$$

Hence the expression for $c_n$ holds for $\forall n \in \mathbb{Z}$. Conversely, for any $A \in G$, that expression gives a cocycle in $Z^1(\mathbb{Z}, G)$, because $c_0^0 c_n = c_n = c_0 + n$, $c_n^n c_0 = c_n = c_n + 0$, $\forall n \in \mathbb{Z}$, and for
\( \forall m, t \in \mathbb{Z}, m, t > 0, \) we have

\[
\begin{align*}
c_t^t c_m &= As(A)s^2(A) \cdots s^{t-1}(A)s^t(As(A)s^2(A) \cdots s^{m-1}(A)) \\
&= As(A)s^2(A) \cdots s^{t+m-1}(A) = c_{t+m} \\
c_t^t c_{-m} &= As(A)s^2(A) \cdots s^{t-1}(A)s^t(s^{-1}(A^{-1})s^{-2}(A^{-1}) \cdots s^{-m}(A^{-1})) \\
&= As(A)s^2(A) \cdots s^{t-1}(A)s^{t-1}(A^{-1})s^{-2}(A^{-1}) \cdots s^{-m}(A^{-1}) \\
&= \begin{cases} 
As(A)s^2(A) \cdots s^{t-m-1}(A) & \text{if } t > m \\
1 & \text{if } t = m \\
s^{-1}(A^{-1})s^{-2}(A^{-1}) \cdots s^{-m}(A^{-1}) & \text{if } t < m
\end{cases} \\
&= c_{t-m} \\
c_{-t}^{-t} c_m &= s^{-1}(A^{-1})s^{-2}(A^{-1}) \cdots s^{-t}(A^{-1})s^{-t}(As(A)s^2(A) \cdots s^{m-1}(A)) \\
&= s^{-1}(A^{-1})s^{-2}(A^{-1}) \cdots s^{-t}(A^{-1})s^{-t}(A)s^{-t+1}(A)s^{-t+2}(A) \cdots s^{-t-m}(A) \\
&= \begin{cases} 
As(A)s^2(A) \cdots s^{m-t-1}(A) & \text{if } m > t \\
1 & \text{if } m = t \\
s^{-1}(A^{-1})s^{-2}(A^{-1}) \cdots s^{-m-t}(A^{-1}) & \text{if } m < t
\end{cases} \\
&= c_{m-t} \\
c_{-t}^{-t} c_{-m} &= s^{-1}(A^{-1})s^{-2}(A^{-1}) \cdots s^{-t}(A^{-1})s^{-t}(s^{-1}(A^{-1})s^{-2}(A^{-1}) \cdots s^{-m}(A^{-1})) \\
&= s^{-1}(A^{-1})s^{-2}(A^{-1}) \cdots s^{-t}(A^{-1})s^{-t-1}(A^{-1})s^{-t-2}(A^{-1}) \cdots s^{-t-m}(A^{-1}) \\
&= c_{-t-m}
\end{align*}
\]

Moreover, for any two \( c, c' \in Z^1(\mathbb{Z}, G), c \sim c' \iff \exists u \in G, \) such that \( c'_n = u^{-1}c_n s^n(u), \) \( \forall n \in \mathbb{Z}. \) Thus if \( c \sim c' \), we have \( c'_1 = u^{-1}c_1 s(u). \)

But if \( c'_1 = u^{-1}c_1 s(u), \) for some \( u \in G, \) we have \( c'^{-1}_1 = s(u^{-1})c^{-1}_1 u, \) and thus

\[
\begin{align*}
s^{m-1}(c'_1) &= s^{m-1}(u)^{-1}s^{m-1}(c_1)s^{m}(u), \text{ for } m > 0 \\
s^{m}(c'^{-1}_1) &= s^{m+1}(u^{-1})s^{m}(c^{-1}_1)s^{m}(u), \text{ for } m < 0
\end{align*}
\]

When \( n > 0, \) multiply the equations for \( m = 1, 2, \ldots, n \) in (27) together, we get

\[
c'_1 s(c'_1)s^2(c'_1) \cdots s^{n-1}(c'_1) = u^{-1}c_1 s(c_1)s^2(c_1) \cdots s^{n-1}(c_1)s^n(u)
\]
i.e., \( c'_n = u^{-1}c_n s^n(u). \) Similarly, when \( n < 0, \) multiply the equations for \( m = -1, -2, \ldots, n \) in (28) together, we get

\[
s^{-1}(c'^{-1}_1)s^{-2}(c'^{-1}_1) \cdots s^{n}(c'^{-1}_1) = u^{-1}s^{-1}(c^{-1}_1)s^{-2}(c^{-1}_1) \cdots s^{n}(c^{-1}_1)s^n(u)
\]
i.e., $c_n = u^{-1}c_n s^n(u)$. Obviously, $c'_0 = u^{-1}c_0 s^0(u) = 1$, hence we get $c'_n = u^{-1}c_n s^n(u)$ for $\forall n \in \mathbb{Z}$, and then $c \sim c'$. □

Now let us consider the case that $G, M$ are both contained in an algebra $A$, and the actions of $G$ on $M$ and $\mathbb{Z}$ on $A$ are both given by conjugation. Assume the action of $\mathbb{Z}$ on $A$ is given by a fixed element $P \in G$, i.e., $gP^gP^{-1}$, $\forall g \in G$. To signify this action is given by $P$, we denote the corresponding $Z^1(\mathbb{Z}, G)$, $H^1(\mathbb{Z}, G)$, $M_c, P_c$ and the equivalence relation $\sim$ by $Z^1(\mathbb{Z}, G)_P$, $H^1(\mathbb{Z}, G)_P$, $M_{c,P}$, $P_{c,P}$ and $P$ respectively. In those notations, we have the following:

**Corollary 5.1.1.** $\forall c \in Z^1(\mathbb{Z}, G)_P$, $c_n = (c_1P)^nP^{-n}, n \in \mathbb{Z}$. And if $c, c' \in Z^1(\mathbb{Z}, G)_P$, $c \sim c' \iff \exists u \in G$, such that $c'_1P = u^{-1}c_1Pu$. Moreover, there is a bijection $i_P$ between $H^1(\mathbb{Z}, G)_P$ and $G/\sim$, where the equivalence relation is given by conjugation in $G$, and for every $[c] \in H^1(\mathbb{Z}, G)_P$, $M_c = C(c_1P)(M)$, the centralizer of $c_1P$ in $M$. Thus for any two fixed $P, Q \in G$, $i_{PQ} = i_Q^{-1} \circ i_P$ gives a bijection between $H^1(\mathbb{Z}, G)_P$ and $H^1(\mathbb{Z}, G)_Q$. In addition, if $i_{PQ}([c]) = [d]$, then $M_{c,P} \simeq M_{d,Q}$.

**Pf.** For $\forall c \in Z^1(\mathbb{Z}, G)$, let $A = c_1 \in G$, we have

$$c_n = \begin{cases} A(PAP^{-1})(P^2AP^{-2}) \cdots (P^{n-1}AP^{-(n-1)}) & \text{if } n > 0 \\ 1 & \text{if } n = 0 \\ (P^{-1}A^{-1}P)(P^{-2}A^{-2}P^2) \cdots (P^nA^{-n}P^{-n}) & \text{if } n < 0 \end{cases} = (AP)^nP^{-n}$$

Moreover, for any two $c, c' \in Z^1(\mathbb{Z}, G)$, $c \sim c' \iff \exists u \in G$, such that $c'_1P = u^{-1}c_1PuP^{-1}$, i.e. $c'_1P = u^{-1}c_1Pu$, $c'_1P$ and $c_1P$ are conjugate to each other in $G$.

Define a map $i_P : H^1(\mathbb{Z}, G)_P \to G/\sim$ as $i_P([c]) = [c_1P]$. It is easy to know that it is well-defined and bijective. And for every $[c] \in H^1(\mathbb{G}, G)_P$, we have $M_c = \{ x \in M : (c_1P)x(c_1P)^{-1} = x \} = C(c_1P)(M)$, which is obvious.

If $i_{PQ}([c]) = i_Q^{-1} \circ i_P([c]) = [d]$, then $d \sim d'$ for the cocycle $d' \in Z^1(\mathbb{G}, G)_Q$ with $d'_1 = c_1PQ^{-1}$. One can verify directly that $M_{c,P} = M_{d,Q}$, thus $M_{c,P} = M_{d,Q} \simeq M_{d,Q}$.

The maps $i_P$ and $i_{PQ}$ in this corollary are just the $\tau_c$'s in Proposition 2.1.2, if taking $[c] \in H^1(\mathbb{Z}, G)_{1_G}$ with $c_1 = P$ and $[c] \in H^1(\mathbb{Z}, G)_Q$ with $c_1 = PQ^{-1}$ respectively, where $H^1(\mathbb{Z}, G)_{1_G}$ is identified with $G/\sim$. One can choose to prove those parts of the corollary by this method.
5.2 Special Linear Group

Now I think I am ready to consider the cyclic action of a matrix on a matrix algebra by conjugation. Let \( m \in \mathbb{Z} \) be a positive integer, the matrix be some \( P \in \text{SL}_m(\mathbb{Z}) \) and the matrix algebra be \( M_m(\mathbb{Z}) \). Suppose the order of this action of \( P \) on \( \text{SL}_m(\mathbb{Z}) \) is \( h \), and this action is irreducible, i.e., \( P \) satisfies \( f(P) = 0 \) for some irreducible polynomial \( f(t) \in \mathbb{Z}[t] \).

Let \( G = \mathbb{Z}/h\mathbb{Z}, \ G = \text{SL}_m(\mathbb{Z}), \ M = \text{sl}_m(\mathbb{Z}), \ A = M_m(\mathbb{Z}) \) and consider the triple system \( (G, (G, M)) \).

If \( h = 0 \), i.e. the action of \( P \) on \( G \) is infinite cyclic, then by Corollary 5.1.1, we have already known the \( H^1(G, G)_P \) and \( M_{c,P} \), and they are independent of the choice of \( P \) which gives an infinite cyclic action.

Now we turn to the situation that the action of \( P \) on \( G \) is finite cyclic, thus \( h > 0 \), and the following is evident:

**Corollary 5.2.1.** \( Z^1(G, G)_P = \{ c \in Z^1(\mathbb{Z}, G)_P | (c_1P)^h = P^h \} \), and for any two \( c, c' \in Z^1(G, G)_P \), \( c \sim c' \iff \exists u \in G, \) such that \( c_1P = u^{-1}c_1Pu \). Moreover, there is a bijection \( i_P \) between \( H^1(G, G)_P \) and \( \{ A \in G | A^h = P^h \} / \sim \), where the equivalence relation is given by conjugation in \( G \).

**Pf.** Similar to that of Corollary 5.1.1, define the map \( i_P : H^1(G, G)_P \to \{ A \in G | A^h = P^h \} / \sim \) as \( i_P([c]) = [c_1P] \), and it is again well-defined and bijective. \( \square \)

**Corollary 5.2.2.** If the actions of two fixed \( P, Q \in G \) have the same order \( h \), then there is a bijection \( i'_{PQ} \) between \( H^1(G, G)_P \) and \( H^1(G, G)_Q \). In addition, if \( i'_{PQ}([c]) = [d] \), then \( M_{c,P}/P_{c,P} \simeq M_{d,Q}/P_{d,Q} \).

**Pf.** First, we claim that there is no irreducible finite cyclic action in the case that \( m \) odd and \( h \) even, and for the other cases, if there is such an action, we must have

\[
P^h = \begin{cases} 
I, & \text{if } m \text{ odd, and } h \text{ odd} \\
\pm I, & \text{if } m \text{ even, and } h \text{ odd} \\
-I, & \text{if } m \text{ even, and } h \text{ even}
\end{cases}
\]

Now we show the claim. Because the order of the action of \( P \) on \( G \) is \( h \), we have \( P^hAP^{-h} = A, \forall A \in G \). Thus \( P^h = aI, \) for some \( a \in \mathbb{Z} \). Notice that \( \det(P^h) = a^m = 1, a = \pm 1 \) when \( m \) even, and \( 1 \) when \( m \) odd.

When \( h \) is even, \( P^h \) must be \(-I\). Otherwise we have \( P^h - I = 0 \), then either \( P^{h/2} + I = 0 \)
or \(P^{h/2} - I = 0\), i.e., \(P^{h/2} = \pm I\). The reason is that the action of \(P\) is irreducible, and satisfies \(f(P) = 0\) for some irreducible polynomial \(f(t) \in \mathbb{Z}[t]\). By Lemma 4.2.1, we know \(f\) is the minimal polynomial for \(P\), and hence \(f(t)|t^h - 1\). Thus either \(f(t)|t^{h/2} + 1\) or \(f(t)|t^{h/2} - 1\), and then either \(P^{h/2} + I = 0\) or \(P^{h/2} - I = 0\), and \(P^{h/2} = \pm I\). But this contradicts the assumption that the order of the action of \(P\) on \(G\) is \(h\). So \(P^h\) must be \(-I\).

Summing up, we get the above claim.

Now we define the map

\[
 r_{PQ} : \{A \in G|A^h = P^h\}/\sim \longrightarrow \{A \in G|A^h = Q^h\}/\sim \\
[A] \quad \mapsto \quad [r_{PQ}(A)]
\]

where \(r_{PQ}(A) = A\) if \(P^h = Q^h\) and \(r_{PQ}(A) = -A\) if \(P^h = -Q^h\). This map is well-defined and bijective. Then the \(i'_{PQ}\) is taken to be \(i_Q^{-1} \circ r_{PQ} \circ i_P\), a bijection. Under this \(i'_{PQ}\), if \(i'_{PQ}([c]) = [d]\), then \(d \sim d'\) for the cocycle \(d' \in Z^1(G,G)_Q\) with \(d'_1 = c_1PQ^{-1}\) when \(P^h = Q^h\) and \(d'_1 = c_1PQ^{-1}\) when \(P^h = -Q^h\). It can still be verified that \(M_{c,P} = M_{d',Q}, P_{c,P} = P_{d',Q}\). Thus we still have \(M_{c,P}/P_{c,P} = M_{d',Q}/P_{d',Q} \simeq M_{d,Q}/P_{d,Q}\). \(\Box\)

The map \(i'_{PQ}\) in the above corollary is just the \(\tau_c\) in Proposition 2.1.2, if taking \([c] \in H^1(G,G)_Q\) with \(c_1 = \pm PQ^{-1}\), where the sign for the \(\pm PQ^{-1}\) is chosen according to whether \(P^h = Q^h\) or not. However, the map \(i_P\) in the corollary 5.2.1 may not be viewed this way.

From Corollary 5.2.2, we know that, for a given positive integer \(h\), the \(H^1(G,G)\) and \(M_c/P_c\) can be determined, independent of the choice of \(P\) which gives the cyclic action of order \(h\). Now we are going to determine completely \(H^1(G,G)\) and \(M_c/P_c\) in \(m = 2\) case without assuming irreducible action in the beginning.

**Lemma 5.2.1.** When \(m = 2\), either \(P = \pm I\) or \(\Phi_e(P) = 0\), for one \(e \in \{3, 4, 6\}\), where \(\Phi_3(t) = t^2 + t + 1, \Phi_4(t) = t^2 + 1,\) and \(\Phi_6(t) = t^2 - t + 1\) are cyclotomic functions. Thus \(P\) always acts irreducibly, and \(h = 1, 2 \text{ or } 3\).

**Pf.** Although we do not assume irreducible action in the beginning, the argument in Corollary 5.2.2 to show \(P^h = \pm I\) still works. Suppose the Jordan canonical form of \(P\) is \(J \in \text{SL}_2(\mathbb{C})\), then \(J\) is either of the form \(\begin{pmatrix} \lambda & 1 \\ 0 & \lambda \end{pmatrix}\) or of the form \(\begin{pmatrix} \lambda_1 & 0 \\ 0 & \lambda_2 \end{pmatrix}\), and \(J^h = \pm I\).

If \(J = \begin{pmatrix} \lambda & 1 \\ 0 & \lambda \end{pmatrix}\), then \(J^h = \begin{pmatrix} \lambda^h & h\lambda^{h-1} \\ 0 & \lambda^h \end{pmatrix} = \pm I, \lambda = 0,\) impossible. Thus \(J = \begin{pmatrix} \lambda & 1 \\ 0 & \lambda \end{pmatrix}\) or \(J = \begin{pmatrix} \lambda & 0 \\ 0 & \lambda \end{pmatrix}\) or \(J = \begin{pmatrix} \lambda & 0 \\ 1 & \lambda \end{pmatrix}\) is irreducible.
\[
\begin{pmatrix}
\lambda_1 & 0 \\
0 & \lambda_2
\end{pmatrix}
\]. Again, by \(J^h = \pm I\), we get \(\lambda_1 = \exp(k\pi i/h), \lambda_2 = \exp(-k\pi i/h)\) with some \(k \in \mathbb{Z}\).

Notice that \(\text{tr}(J) = \text{tr}(P) \in \mathbb{Z}\), so \(\lambda_1 + \lambda_2 = 2\cos(k\pi/h) \in \mathbb{Z}\). But \(\cos(k\pi/h) \in [-1, 1]\), so \(\cos(k\pi/h) = -1, -1/2, 0, 1/2, 1\). For \(\cos(k\pi/h) = \pm 1\), \((\lambda_1, \lambda_2) = (\pm 1, \pm 1)\), thus \(P = \pm I\). For the other values, \(\text{tr}(P) = \text{tr}(J) = \lambda_1 + \lambda_2 = 2\cos(k\pi/h) = -1, 0, 1\), thus the characteristic polynomial for \(P\) is \(\Phi_e\) for some \(e \in \{3, 6\}\), and \(\Phi_e(P) = 0\).

As \(t - 1, t + 1, \Phi_3(t), \Phi_4(t), \Phi_6(t)\) are all irreducible, \(P\) always acts irreducibly. For the cases of \(t - 1, t + 1\), it is obvious that \(h = 1\). For the case of \(\Phi_4(t)\), \(P^2 = -I\), thus \(h|2\). But if \(h = 1\), we will have \(P = \pm I\), and it doesn’t satisfy \(\Phi_4(P) = 0\), contradiction. So \(h = 2\). For the cases of \(\Phi_3(t), \Phi_6(t)\), \(P^3 = \pm I\), thus \(h|3\). And for the same reason, if \(h = 1\) for either of them, we will have \(P = \pm I\), and it doesn’t satisfy the corresponding \(\Phi_e(P) = 0\), \(e \in \{3, 6\}\), contradiction. So \(h = 3\). \(\square\)

If \(h = 1\), it is a trivial case, \(H^1(\mathcal{G}, G) = 1\) and \(M_1/P_1 = 1\). If \(h = 2\), then \(P^2 = -I\). Such a \(P\) can be chosen to be \(J = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}\), the matrix in (9), then we get back the simple example in section 3.3.

In that case, we used the Gauss Correspondence to get \(H^1(\mathcal{G}, G)\), but we can also use the generalization of Gauss Correspondence to do it. In Theorem 4.4.1, if we take \(k = \mathbb{Q}\), \(f(t) = \Phi_4(t), P = J = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}\), and \(\theta = i\), then \(n = 2, \mathcal{O}_k = \mathbb{Z}, \mathcal{O}_k^\times = \{\pm 1\}, K = \mathbb{Q}(i)\), and \(H_K = 1\). \(N_{K/k}\mathcal{O}_K^\times = 1\), because the only non-trivial automorphism in \(\text{Gal}(K/k)\) is the complex conjugation. \(\tilde{M}_2^+(\mathbb{Z}; \Phi_4) = \{A \in M_2(\mathbb{Z})|\Phi_4(A) = 0\}/\sim\), where the equivalence relation is given by conjugation in \(\text{SL}_2(\mathbb{Z})\). From Lemma 4.2.1, we know that any matrix \(A \in M_2(\mathbb{Z})\) with \(\Phi_4(A) = 0\) must have \(\Phi_4\) as its characteristic polynomial, thus \(\text{det}(A) = 1\), \(A \in \text{SL}_2(\mathbb{Z})\). Also noticing that \(P^2 = -I\), we have

\[
\tilde{M}_2^+(\mathbb{Z}; \Phi_4) = \{A \in M_2(\mathbb{Z})|\Phi_4(A) = 0\}/\sim = \{A \in \text{SL}_2(\mathbb{Z})|A^2 = -I\}/\sim = \{A \in \text{SL}_2(\mathbb{Z})|A^2 = P^2\}/\sim \sim H^1(\mathbb{Z}/2\mathbb{Z}, \text{SL}_2(\mathbb{Z}))/P\]
By (15), we have

\[ i_{\Phi_4} : \tilde{M}_2^+(\mathbb{Z}; \Phi_4) \xrightarrow{\sim} \mathcal{O}_k^\times / N_{K|k} \mathcal{O}_K^\times \times H_K = \{ \pm 1 \} \]

and then

\[ i_P^{-1} \circ i_{\Phi_4}^{-1} : \{ \pm 1 \} \xrightarrow{\sim} \tilde{M}_2^+(\mathbb{Z}; \Phi_4) \xrightarrow{\sim} H^1(\mathbb{Z}/2\mathbb{Z}, SL_2(\mathbb{Z}))_P \]

By the definition of \( i_P \) and \( i_{\Phi_4} \), we can find the elements of \( H^1(\mathbb{Z}/2\mathbb{Z}, SL_2(\mathbb{Z}))_P \) easily. Take \( I, Q \in GL_2(\mathbb{Z}) \), where \( Q = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \). We have \( \det(I) = 1, \det(Q) = -1 \), and the elements in \( H^1(\mathbb{Z}/2\mathbb{Z}, SL_2(\mathbb{Z}))_P \) are given by \( I^{-1}PIP^{-1} = I \) and \( Q^{-1}PQP^{-1} = -I \), i.e., \( H^1(\mathbb{Z}/2\mathbb{Z}, SL_2(\mathbb{Z}))_P = \{ [c], [d] \} \) with \( c_1 = I \) and \( d_1 = -I \).

Although it seems that the solution does not get simpler than before, the generalization of Gauss Correspondence can be applied to other cases where getting a solution by the original Gauss Correspondence is not so easy. We can see that when we look at \( h = 3 \) case instead of \( h = 2 \) case above.

Similar as before, take \( k = \mathbb{Q}, f(t) = \Phi_3(t), P = \begin{pmatrix} 1 & 1 \\ -1 & 0 \end{pmatrix} \), and \( \theta = \omega \) in Theorem 4.4.1, where \( \omega \) is a primitive cubic root of unity in \( \mathbb{C} \). Then \( n = 2, \mathcal{O}_k = \mathbb{Z}, \mathcal{O}_k^\times = \{ \pm 1 \}, K = \mathbb{Q}(\omega) = \mathbb{Q}(\sqrt{-3}) \), and \( H_K = 1 \) again. \( N_{K|k} \mathcal{O}_K^\times = 1 \) again, for the same reason that the only non-trivial automorphism in \( \text{Gal}(K/k) \) is the complex conjugation. \( \tilde{M}_2^+(\mathbb{Z}; \Phi_3) = \{ A \in M_2(\mathbb{Z}) | \Phi_3(A) = 0 \} / \sim \), where the equivalence relation is given by conjugation in \( SL_2(\mathbb{Z}) \). Again from Lemma 4.2.1, any matrix \( A \in M_2(\mathbb{Z}) \) with \( \Phi_3(A) = 0 \) have \( \Phi_3 \) as its characteristic polynomial, thus \( \det(A) = 1, A \in SL_2(\mathbb{Z}) \), and \( \tilde{M}_2^+ = \{ A \in M_2(\mathbb{Z}) | \Phi_3(A) = 0 \} / \sim = \{ A \in SL_2(\mathbb{Z}) | \Phi_3(A) = 0 \} / \sim \).

However, \( \{ A \in SL_2(\mathbb{Z}) | \Phi_3(A) = 0 \} / \sim \) is different from \( \{ A \in SL_2(\mathbb{Z}) | A^3 = P^3 = I \} / \sim \) in this case. So in order to get \( H^1(\mathbb{Z}/3\mathbb{Z}, SL_2(\mathbb{Z}))_P \), we need to find out the extra elements outside \( \{ A \in SL_2(\mathbb{Z}) | \Phi_3(A) = 0 \} / \sim \).

It is obvious that \( I \) is such an element. \( \Phi_3(I) = 3I \neq 0, \) but \( I^3 = I = P^3 \). By direct computation, we can know that it is the only matrix in \( SL_2(\mathbb{Z}) \) satisfying this property, and any other matrix \( A \in SL_2(\mathbb{Z}) \) with \( A^3 = I \) satisfies \( \Phi_3(A) = 0 \). So \( \{ A \in SL_2(\mathbb{Z}) | A^3 = P^3 \} / \sim = \{ [I] \} \cup \tilde{M}_2^+(\mathbb{Z}; \Phi_3), \) a disjoint union.

For \( \tilde{M}_2^+(\mathbb{Z}; \Phi_3) \), we follow the similar procedure as before. By (15), we have

\[ i_{\Phi_3} : \{ \pm 1 \} = \mathcal{O}_k^\times / N_{K|k} \mathcal{O}_K^\times \times H_K \xrightarrow{\sim} \tilde{M}_2^+(\mathbb{Z}; \Phi_3) \]
In this section, I will explain that first, and then I will study the case when

Next, we are going to compute the corresponding \( M_c / P_c \) for them. For any element

For the \([c] \in H^1(\mathbb{Z}/3\mathbb{Z}, \text{SL}_2(\mathbb{Z}))_p \), let \( A = c_1 \in \text{SL}_2(\mathbb{Z}) \), then we can get the following by direct computation:

For the \([c] \in H^1(\mathbb{Z}/3\mathbb{Z}, \text{SL}_2(\mathbb{Z}))_p \) with \( c_1 = P^{-1} \), it is easy to get \( M_c = \text{sl}_2(\mathbb{Z}) \) and \( P_c = 3\text{sl}_2(\mathbb{Z}) \), thus \( M_c / P_c = (\mathbb{Z}/3\mathbb{Z})^3 \).

For the \([c'], [c''] \) \( \in H^1(\mathbb{Z}/3\mathbb{Z}, \text{SL}_2(\mathbb{Z}))_p \), \( c'_1 = I, c''_1 = P \), then \( c'_1 P = P, (c'_1 P)^2 = P^2, c''_1 P = P^2 = P^{-1}, (c''_1 P)^2 = P^4 = P \). Thus \( M_{c'} = M_{c''} \) and \( P_{c'} = P_{c''} \). Then by direct computation, we get \( M_{c'} = P_{c'} = \left( \begin{array}{cc} 1 & -2 \\ 2 & -1 \end{array} \right) \mathbb{Z} \), so \( M_{c'}/P_{c'} = M_{c''}/P_{c''} = 1 \).

In general, for \( m \geq 3 \), we can still use the methods developed here to try to find \( H^1(\mathcal{G}, \mathcal{G}) \) and \( M_c / P_c \).

### 5.3 Congruence Subgroup

After \( \text{SL}_m(\mathbb{Z}) \), one may want to explore the case of the cyclic action of a matrix on a congruence subgroup \( \Gamma(N) \). To deal with this question, I will use the polynomial cohomology.

When \( N \) is prime, it has already been studied by Prof. Kühlein ([10]). However, in the viewpoint of polynomial cohomology, his proof can be made more organized and clearer. In this section, I will explain that first, and then I will study the case when \( N \) is not prime.
For positive integers $N$ and $m$, the congruence subgroup $\Gamma(N)$ in the special linear group $\text{SL}_m(\mathbb{Z})$ is defined to be
\[ \Gamma(N) = \{ A \in \text{SL}_m(\mathbb{Z}) : A \equiv I \pmod{N} \} \]

Now take $m = \phi(e)$ for a positive integer $e \geq 3$, and let $K = \mathbb{Q}(\zeta)$, for a primitive $e$-th root of unity $\zeta$, then we know $[K : \mathbb{Q}] = m$. Take an element $\theta \in \text{GL}_m(\mathbb{Z})$, and let it act cyclically on $M_m(\mathbb{Z})$ by conjugation. Suppose this action is irreducible and finite, and $\theta$ satisfies $\Phi_e(\theta) = 0$. Consider the triple system $(\mathcal{G}, (\Delta, M))$ with $\mathcal{G} = \langle \theta \rangle = \mathbb{Z}/e\mathbb{Z}$, $\Delta = \Gamma(N)$.

$\theta$ is actually an element in $\text{SL}_m(\mathbb{Z})$. Because $\Phi_e(\theta) = 0$, by Lemma 4.2.1, we know $\Phi_e$ is the characteristic polynomial of $\theta$, thus the eigenvalues of $\theta$ are just all the primitive $e$-th roots of unity in $\mathbb{C}$. For $e \geq 3$, they come in pairs of complex conjugation and their product is 1. So $\det(\theta) = 1$.

Assume $N$ is prime at first. In this case we denote it by $p$. We also denote $\Gamma = \text{GL}_m(\mathbb{Z})$, and further assume that $p$ does not divide $e$ and $p \geq 3$.

**Lemma 5.3.1.** There is a bijection between $H^1(\mathcal{G}, \Delta)$ and $H^1(\Phi_e, \Delta\theta; \Delta)$.

**Pf.** The proof in Corollary 5.2.1 still works here, and we can get that the map $i_\theta : H^1(\mathcal{G}, \Delta) \rightarrow H^1(t^e - 1, \Delta\theta; \Delta)$ with $i_\theta([c]) = [c_1\theta]$ is well-defined and bijective.

According to [10], any element of order dividing $e$ in $\Delta\theta$ is conjugate to a zero of $\Phi_e$ in $\Gamma$. Thus it is itself a zero of $\Phi_e$, and then $H^1(t^e - 1, \Delta\theta; \Delta) = H^1(\Phi_e, \Delta\theta; \Delta)$. We need the conditions that $p$ is prime and does not divide $e$ in this step. However, we can find the extra elements as what I did in the last section. $\Box$

Note that the map $i_\theta$ in the above lemma cannot be viewed as a map $\tau_e$ in Proposition 2.1.2.

From this lemma, the problem of determining $H^1(\mathcal{G}, \Delta)$ reduces to that of $H^1(\Phi_e, \Delta\theta; \Delta)$.

Now look at the following exact sequence:
\[ 1 \rightarrow \Delta \rightarrow \Gamma \xrightarrow{\text{mod}_p} \Gamma/\Delta \rightarrow 1 \]  \hspace{1cm} (29)

where mod$_p$ is given by modulo $p$ for each entry. By Theorem 4.5.1, where we take

- the commutative ring $R$ to be $\mathbb{Z}$;
- the polynomial $f$ to be $\Phi_e \in \mathbb{Z}[t]$;
• the $R$-algebra $A$ to be $M_m(\mathbb{Z})$;

• the multiplicative subset $M$ to be $\Gamma = GL_m(\mathbb{Z})$;

• the multiplicative set $S$ to be $\Gamma / \Delta$, which is $\{ \tau \in GL_m(\mathbb{F}_p) : \det(\tau) = \pm 1 \} \subset GL_m(\mathbb{F}_p)$;

• the $R$-algebra $B$ to be $M_m(\mathbb{F}_p)$;

• the map $\pi : A \to B$ to be the map given by $\mod p$ for each entry;

• $P$ to be $\theta \in \Gamma^{\Phi_e}$;

we can get the following long exact sequence of pointed sets:

$$C_{\overline{\theta}}(\Gamma / \Delta) \xrightarrow{\delta_{\overline{\theta}}} H^1(\Phi_e, \Delta \theta; \Delta) \xrightarrow{i} H^1(\Phi_e, \Gamma) \xrightarrow{\mod p} H^1(\Phi_e, \Gamma / \Delta)$$

(30)

where $\overline{\theta} = \mod_p(\theta) = \Delta \theta \in (\Gamma / \Delta)^{\Phi_e}$. And if $\{ \delta_i \theta \in (\Delta \theta)^{\Phi_e} : i \in I \}$ is a set of representatives of $i(H^1(\Phi_e, \Delta \theta; \Delta))$, we can have a bijection $i_{\Phi_e}$:

$$H^1(\Phi_e, \Delta \theta; \Delta) \xrightarrow{\sim} \prod_{i \in I} (C_{\delta_i \theta}(\Gamma) \Delta / \Delta) \backslash C_{\overline{\theta}}(\Gamma / \Delta)$$

Then we need to determine $I$ and those $(C_{\delta_i \theta}(\Gamma) \Delta / \Delta) \backslash C_{\overline{\theta}}(\Gamma / \Delta)$. For the latter, we have $C_{\delta_i \theta}(\Gamma) \Delta / \Delta \simeq O_K^\times /((1 + pO_K) \cap O_K^\times)$ ([10]). And because $C_{\overline{\theta}}(\Gamma / \Delta)$ is finite, all those $(C_{\delta_i \theta}(\Gamma) \Delta / \Delta) \backslash C_{\overline{\theta}}(\Gamma / \Delta)$ have the same cardinality, thus we can get a bijection:

$$H^1(\Phi_e, \Delta \theta; \Delta) \xrightarrow{\sim} I \times (C_{\theta}(\Gamma) \Delta / \Delta) \backslash C_{\overline{\theta}}(\Gamma / \Delta)$$

(31)

If $p$ is not prime, we can also get a similar result like this. But for $p$ prime, we can get $I$ in addition. The method is to use the polynomial cohomology again.

Notice that $\Gamma / \Delta = \{ \tau \in GL_m(\mathbb{F}_p) : \det(\tau) = \pm 1 \} \subset GL_m(\mathbb{F}_p)$, we have another exact sequence:

$$1 \longrightarrow \Gamma / \Delta \longrightarrow GL_m(\mathbb{F}_p) \xrightarrow{\det} \mathbb{F}_p^\times /\{ \pm 1 \} \longrightarrow 1$$

(32)

Now use Theorem 4.5.1, where we take

• The commutative ring $R$ to be $\mathbb{F}_p$;

• The polynomial $f$ to be the $\Phi_e \in \mathbb{F}_p[t]$;
• The $R$-algebra $A$ to be $M_m(F_p)$;

• The multiplicative subset $M$ to be $\text{GL}_m(F_p)$;

• The multiplicative set $S$ to be $F_p^\times /\{\pm 1\}$;

• The map $\pi : M \to S$ to be the determinant map;

• $P$ to be $\gamma = \text{mod}_p(\gamma) \in (\Gamma/\Delta)^{\Phi_e} \subset \text{GL}_m(F_p)^{\Phi_e}$, where $\gamma$ is an arbitrary element in $\Gamma^{\Phi_e}$;

we have the following long exact sequence of pointed sets:

$$C_{\gamma}(\text{GL}_m(F_p)) \xrightarrow{\det} F_p^\times /\{\pm 1\} \xrightarrow{\delta_\gamma} H^1(\Phi_e, \Gamma/\Delta) \xrightarrow{i} H^1(\Phi_e, \text{GL}_m(F_p))$$ (33)

For $p$ prime, we can show that the determinant map in the above exact sequence is surjective ([10]). Thus by exactness, $\ker(i) = i^{-1}([\gamma]) = [\gamma]$. For any other $\gamma' \in \Gamma^{\Phi_e}$, by [10] again, we can get that $[\gamma] = [\gamma']$ in $H^1(\Phi_e, \text{GL}_m(F_p))$, then $[\gamma] = [\gamma']$ in $H^1(\Phi_e, \Gamma/\Delta)$, which in turn shows that the map mod$_p$ in (30) satisfies $\ker(\text{mod}_p) = H^1(\Phi_e, \Gamma)$. Hence the map $i$ in (30) is surjective, and $I$ can be taken as $H^1(\Phi_e, \Gamma)$.

For $\forall A \in M_m(Z)$, if $\Phi_e(A) = 0$, then by the same argument as that for $\theta$ before, $\det(A) = 1$, and $A \in \Gamma$. So we have

$$\tilde{M}_m(Z; \Phi_e) = \{A \in M_m(Z) | \Phi_e(A) = 0\} / \sim$$

$$= \{A \in \Gamma | \Phi_e(A) = 0\} / \sim$$

$$= H^1(\Phi_e, \Gamma)$$

where the equivalence relation $\sim$ is given by conjugation in $\Gamma$. Moreover, by LMT, $H^1(\Phi_e, \Gamma) = \tilde{M}_m(Z; \Phi_e) \simeq H_K$. Hence from (31), we have a bijection:

$$H^1(\Phi_e, \Delta \theta; \Delta) \xrightarrow{\sim} H_K \times (C_\theta(\Gamma)\Delta/\Delta) \setminus C_\varphi(\Gamma/\Delta)$$ (34)

In view of Lemma 5.3.1, it becomes

$$H^1(\mathcal{G}, \Delta) \xrightarrow{\sim} H_K \times (C_\theta(\Gamma)\Delta/\Delta) \setminus C_\varphi(\Gamma/\Delta)$$ (35)

Now we are going to explore the case when $N$ is not prime. Denote more naturally $\Gamma$ for $\text{SL}_m(Z)$ instead of $\text{GL}_m(Z)$. Look at the following exact sequence:

$$1 \to \Delta \to \Gamma \xrightarrow{\text{mod}_N} \Gamma/\Delta \to 1$$ (36)
where mod$_N$ is given by modulo $N$ for each entry.

Similar as before, in Theorem 4.5.1 we take

- the commutative ring $R$ to be $\mathbb{Z}$;
- the polynomial $f$ to be $\Phi_e \in \mathbb{Z}[t]$;
- the $R$-algebra $A$ to be $M_m(\mathbb{Z})$;
- the multiplicative subset $M$ to be $\Gamma = \text{SL}_m(\mathbb{Z})$;
- the multiplicative set $S$ to be $\Gamma / \Delta = \text{SL}_m(\mathbb{Z}/N\mathbb{Z})$;
- the $R$-algebra $B$ to be $M_m(\mathbb{Z}/N\mathbb{Z})$;
- the map $\pi : A \to B$ to be the map given by mod $N$ for each entry;
- $P$ to be $\theta \in \Gamma \Phi_e$;

and we have $\ker(\text{mod}_N) = \Delta$, mod$^{-1}_N \circ \text{mod}_N(\theta) = \Delta \theta$. Also, for $\mathbb{Z}/N\mathbb{Z}$ is a commutative ring with unity, we know $\Gamma / \Delta = \text{SL}_m(\mathbb{Z}/N\mathbb{Z}) = \{ A \in M_m(\mathbb{Z}/N\mathbb{Z}) : \text{det}(A) = 1 \}$ is a group, and the inverse of an element is given by its companion matrix.

Then we have the following long exact sequence of pointed sets:

$$C_{\tilde{\theta}}(\Gamma / \Delta) \xrightarrow{\delta_{\tilde{\theta}}} H^1(\Phi_e, \Delta \theta; \Delta) \xrightarrow{i} H^1(\Phi_e, \Gamma) \xrightarrow{\text{mod}_N} H^1(\Phi_e, \Gamma / \Delta)$$

(37)

where $\tilde{\theta} = \text{mod}_N(\theta) = \Delta \theta \in (\Gamma / \Delta)^{\Phi_e}$. And if $\{ \delta_i \theta \in (\Delta \theta)^{\Phi_e} : i \in I \}$ is a set of representatives of $i(H^1(\Phi_e, \Delta \theta; \Delta))$, we have a bijection $i_{\Phi_e}$:

$$H^1(\Phi_e, \Delta \theta; \Delta) \xrightarrow{i_{\Phi_e}} \bigsqcup_{i \in I} (C_{\delta_i \theta}(\Gamma) \Delta / \Delta) \setminus C_{\tilde{\theta}}(\Gamma / \Delta)$$

(38)

**Lemma 5.3.2.** For any $\tilde{\theta} \in M_m(\mathbb{Z})^{\Phi_e}$, we have $C_{\tilde{\theta}}(M_m(\mathbb{Z})) = \mathbb{Z}[\tilde{\theta}]$ and $\Gamma(N) \cap \mathbb{Z}[\tilde{\theta}] = (1 + N\mathbb{Z}[\tilde{\theta}]) \cap \text{SL}_m(\mathbb{Z})$. Moreover, there is a $\mathbb{Z}$-algebra isomorphism $\tau : C_{\tilde{\theta}}(M_m(\mathbb{Z})) = \mathbb{Z}[\tilde{\theta}] \to \mathcal{O}_K$, such that the following diagram commutes:

$$\begin{align*}
\mathbb{Z}[\tilde{\theta}] & \xrightarrow{\text{det}} \mathbb{Z} \\
\downarrow \tau & \quad \| \\
\mathcal{O}_K & \xrightarrow{N_{K|\mathbb{Q}}} \mathbb{Z}
\end{align*}$$
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Thus under this $\tau$, we can get that $C_{\bar{\theta}}(\text{SL}_m(\mathbb{Z}))$ is isomorphic to $\mathcal{O}_K = \{ a \in \mathcal{O}_K | N_{K|\mathbb{Q}}(a) = 1 \}$.

**Pf.** For any $\bar{\theta} \in M_m(\mathbb{Z})$, $\Phi_e(\bar{\theta}) = 0$. So by Lemma 4.2.1, the characteristic polynomial of $\bar{\theta}$ is equal to $\Phi_e$. $\Phi_e$ has no multiple roots, thus by Lemma 4.2.2, $C_{\bar{\theta}}(M_m(\mathbb{Z})) = M_m(\mathbb{Z}) \cap Q[\bar{\theta}]$.

But $M_m(\mathbb{Z}) \cap Q[\bar{\theta}] = Z[\bar{\theta}]$. The reason is as the following. The characteristic polynomial of $\bar{\theta}$ is $\Phi_e$, thus $\zeta$ is an eigenvalue of $\bar{\theta}$. So we have

$$\exists \ x = \begin{pmatrix} x_1 \\ \vdots \\ x_m \end{pmatrix} \in \mathcal{O}_K, x \neq 0, \text{ s.t. } \bar{\theta} x = \zeta x. \ (39)$$

Here we know there exists such an eigenvector $x$ in $K^m$. But after multiplying an appropriate number in $Z$, it can be taken from $\mathcal{O}_K^m$.

Thus for $\forall A \in M_m(\mathbb{Z}) \cap Q[\bar{\theta}]$, $A = p(\bar{\theta})$ for some $p[t] \in Q[t]$, and then $Ax = p(\bar{\theta})x = p(\zeta)x$. Hence $p(\zeta)$ is an eigenvalue of $A$, i.e., a root of the polynomial $\det(tI - A)$. Thus $p(\zeta) \in Q(\zeta) = K$ is integral over $Z$, and then $p(\zeta) \in \mathcal{O}_K = Z[\zeta]$.

Suppose $p(\zeta) = q(\zeta)$ for some $q(t) \in Z[t]$. Then there exists $a(t) \in Q[t]$, such that $p(t) = q(t) + a(t)\Phi_e(t)$. Hence $A = p(\bar{\theta}) = q(\bar{\theta}) + a(\bar{\theta})\Phi_e(\bar{\theta}) = q(\bar{\theta}) \in Z[\bar{\theta}]$. Thus we get $M_m(\mathbb{Z}) \cap Q[\bar{\theta}] = Z[\bar{\theta}]$, and then $C_{\bar{\theta}}(M_m(\mathbb{Z})) = Z[\bar{\theta}]$.

For $\forall A \in \Gamma(N) \cap Z[\bar{\theta}]$, there exists $B \in M_m(\mathbb{Z})$, such that $A = 1 + NB \in Z[\bar{\theta}]$. So $B \in Q[\bar{\theta}] \cap M_m(\mathbb{Z}) = Z[\bar{\theta}]$, thus $A \in (1 + N\mathbb{Z}[\bar{\theta}]) \cap \text{SL}_m(\mathbb{Z})$. The inclusion for the other side is obvious. Hence $\Gamma(N) \cap Z[\bar{\theta}] = (1 + N\mathbb{Z}[\bar{\theta}]) \cap \text{SL}_m(\mathbb{Z})$.

Now let us define

$$\tau: \begin{array}{ccc} C_{\bar{\theta}}(M_m(\mathbb{Z})) &=& Z[\bar{\theta}] \\ g(\bar{\theta}) &\mapsto& g(\zeta) \end{array}$$

It is obviously a $Z$-algebra isomorphism. In view of (39), if we take $a = [x_1, \ldots, x_m]_Z \subseteq \mathcal{O}_K$, then it is an integral ideal in $\mathcal{O}_K$. Thus $\{ x_1, \ldots, x_m \}$ forms an integral basis for $a$, and it is linearly independent over $Q$. So for any $g(t) \in Z[t]$, from $\bar{\theta} x = \zeta x$, we get $g(\bar{\theta})x = g(\zeta)x$. Hence $\det(g(\bar{\theta})) = N_{K|\mathbb{Q}}(g(\zeta)) = N_{K|\mathbb{Q}}(\tau(g(\bar{\theta})))$. The diagram commutes. □
By this lemma, \( \forall i \in I \), we have

\[
C_{\delta, \theta}(\Gamma) \Delta/\Delta \simeq C_{\delta, \theta}(\Gamma)/(C_{\delta, \theta}(\Gamma) \cap \Delta)
= C_{\delta, \theta}(\Gamma)/(C_{\delta, \theta}(\Gamma) \cap (\Delta \cap \mathbb{Z}[\delta_i \theta]))
= C_{\delta, \theta}(\Gamma)/(C_{\delta, \theta}(\Gamma) \cap ((1 + N \mathbb{Z}[\delta_i \theta]) \cap \Gamma))
= C_{\delta, \theta}(\Gamma)/(C_{\delta, \theta}(\Gamma) \cap (1 + N \mathbb{Z}[\delta_i \theta]))
\simeq \mathcal{N} \mathcal{O}_K/(\mathcal{N} \mathcal{O}_K \cap (1 + \mathcal{N} \mathcal{O}_K))
\]

Again, because \( C_{\theta}(\Gamma/\Delta) \) is finite, all those \( (C_{\delta, \theta}(\Gamma) \Delta/\Delta) \setminus C_{\theta}(\Gamma/\Delta) \) have the same cardinality, thus from (38), we get the following bijection:

\[
H^1(\Phi_e, \Delta; \Delta) \sim \to I \times (C_{\theta}(\Gamma) \Delta/\Delta) \setminus C_{\theta}(\Gamma/\Delta)
\]

(40)

Because \( H^1(\Phi_e, \Gamma) \simeq H_K \times \{ \pm 1 \} \), we can get an injection

\[
H^1(\Phi_e, \Delta; \Delta) \hookrightarrow H_K \times \{ \pm 1 \} \times (C_{\theta}(\Gamma) \Delta/\Delta) \setminus C_{\theta}(\Gamma/\Delta)
\]

(41)

That is what we can get up to now. Note that \( H^1(\Phi_e, \Delta; \Delta) \) is contained in \( H^1(t^e - 1, \Delta; \Delta) \), which can be identified with \( H^1(\mathcal{G}, \Delta) \), and there might be some elements outside \( H^1(\Phi_e, \Delta; \Delta) \). Thus in order to get \( H^1(\mathcal{G}, \Delta) \), we need to figure out those outsiders in some way. If \( m \) is small, one can accomplish it by direct computation, as what I did in the last section.

6 Poincaré Sums for Elliptic Curves over \( \mathbb{C} \)

6.1 Triple System \( (L_\tau, (\mathcal{O}^\times, \mathcal{O})) \)

The story before are all about triple systems \( (\mathcal{G}, (G, M)) \) with \( \mathcal{G} \) finite. But what should the definition be for \( \mathcal{G} \) infinite? Especially how should the Poincaré sums be defined? We already have an example in the modular forms, from which our motivation starts. But I want to look at one more example.

Let \( \tau \) be a point in the upper half plane. Let \( p : \mathbb{C} \to E_\tau \) be the universal covering of the elliptic curve \( E_\tau = \mathbb{C}/L_\tau \), where \( L_\tau = \mathbb{Z} + \mathbb{Z} \tau \). We know that the Galois group of \( p \) is simply \( L_\tau \), and the action of \( L_\tau \) on \( \mathbb{C} \) is given by:

\[
\omega z = z + \omega, \forall z \in \mathbb{C}, \omega \in L_\tau.
\]
Let \( \mathcal{O} \) denote the set of holomorphic functions over \( \mathbb{C} \). Then \( L_\tau \) has a natural left action on it:

\[
\omega f(z) = f(\omega^{-1} z) = f(z - \omega), \forall f \in \mathcal{O}, z \in \mathbb{C}, \omega \in L_\tau.
\]

As in Section 3.1, the groups \( H^1(L_\tau, \mathcal{O}^\times) \) and \( M_c \) are defined as follows.

A 1-cocycle is a map \( c : L_\tau \to \mathcal{O}^\times \) such that

\[
c_{\omega + \omega'} = c_\omega c_{\omega'}, \forall \omega, \omega' \in L_\tau.
\]

We denote by \( Z^1(L_\tau, \mathcal{O}^\times) \) the set of all 1-cocycles. Two cocycles \( c, c' \) are called equivalent: \( c \sim c' \) if there is an element \( u \in \mathcal{O}^\times \) such that

\[
c'_\omega = u^{-1} \omega uc_\omega, \forall \omega \in L_\tau.
\]

The cohomology set is, by definition,

\[
H^1(L_\tau, \mathcal{O}^\times) = Z^1(L_\tau, \mathcal{O}^\times) / \sim.
\]

We shall denote by \([c]\) the cohomology class containing a cocycle \( c \). It is easy to see that \( H^1(L_\tau, \mathcal{O}^\times) \) forms a group.

To each cocycle \( c \in Z^1(L_\tau, \mathcal{O}^\times) \), we set

\[
M_c = \{ f \in \mathcal{O} : c_\omega f = f, \forall \omega \in L_\tau \}.
\]

It is a \( \mathbb{C} \)-subspace in the \( \mathbb{C} \)-algebra of holomorphic functions \( \mathcal{O} \).

### 6.2 Elements of \( H^1(L_\tau, \mathcal{O}^\times) \)

Now I am going to determine the structure of \( H^1(L_\tau, \mathcal{O}^\times) \). I use a common result from [9] and [5] to reduce the problem to the normalizable cocycle case, and then use Fourier theory to deal with it. It turns out that every element in \( H^1(L_\tau, \mathcal{O}^\times) \) can be written out explicitly.

Because of habit, I use \( c \) to denote both cocycles and constants, but it is easy to distinguish them from the context, and there will be no confusion about it. And for simplicity, I use \( e(z) \) instead of \( \exp(2\pi iz) \).

First let me introduce the definition of normalizable cocycles.

**Definition 6.2.1.** Call a cocycle \( c \) normalizable, if there is some cocycle \( c' \) with \( c \sim c' \) and \( c'_1 = 1 \).
At first glance, it may seem that this kind of cocycles are very special. But we have the following powerful theorem.

**Theorem 6.2.1.** ([9],p.693; [5],p.218) For any holomorphic function \( f \in \mathcal{O}(\mathbb{C}) \), there is a \( g \in \mathcal{O}(\mathbb{C}) \), such that \( f(z) = g(z + 1) - g(z), \forall z \in \mathbb{C} \).

It is easy to see that this theorem is only an additive version of what I need.

**Corollary 6.2.1.** For any \([c] \in H^1(L_\tau, \mathcal{O}^\times)\), \( c \) is normalizable.

**Pf.** Take any \([c] \in H^1(L_\tau, \mathcal{O}^\times)\), \( c_1 \in \mathcal{O}^\times\), so \( c_1 = e(f(z))\), for some \( f(z) \in \mathcal{O} \). Then by Theorem 6.2.1, we know there is some \( g_1 \in \mathcal{O} \), with \( f(z) = g_1(z + 1) - g_1(z) \). Put \( g(z) = g_1(z + 1) \in \mathcal{O} \), \( u(z) = e(g(z)) \in \mathcal{O}^\times\), then \( f(z) = g(z) - g(z - 1) \), \( c_1 = u(z)/u(z - 1) \). Let \( c'_\omega = u(z)^{-1}u(z - \omega) \cdot c_\omega \), \( \omega \in L_\tau \). Then \( c \sim c' \), and \( c'_1 = u(z)^{-1}u(z - 1) \cdot c_1 = 1 \), i.e., \( c \) is normalizable. \( \Box \)

We can now describe the elements in \( H^1(L_\tau, \mathcal{O}^\times) \).

**Theorem 6.2.2.** Any cocycle is equivalent to a cocycle \( c \) having the following form:

\[
c_\omega = e(na(z - \frac{n}{2} \tau) + nb)
\]

where \( \omega = m + n\tau \in L_\tau, m, n \in \mathbb{Z}, a = a(\tau) \in \mathbb{Z}, b = b(\tau) \in \mathbb{C} \). Conversely, for any \( a = a(\tau) \in \mathbb{Z}, b = b(\tau) \in \mathbb{C} \), \( (42) \) gives a cocycle in \( H^1(L_\tau, \mathcal{O}^\times) \). Any two cocycles \( c, c' \) having the form \( (42) \) are equivalent if and only if \( a = a' \), and \( b - b' \in \mathbb{Z} + \mathbb{Z} \tau = L_\tau \), where \( a', b' \) are the corresponding parameters to \( c' \) as that of \( a, b \) to \( c \).

From this theorem, we see that all the cocycles are essentially given by Jacobi’s theta function. And one may view them as generalized Jacobi’s theta functions.

**Pf.** *Part I.* By Theorem 6.2.1, any cocycle \( c \) is normalizable. Without loss of generality, we can assume that \( c_1 = 1 \). Suppose \( c_\tau = e(f(z)) \), \( f(z) \in \mathcal{O} \), then from \( c_{1+\tau} = c_{\tau+1} \), we have \( c_1 c_\tau = c_\tau c_1 \), i.e. \( e(f(z - 1)) = e(f(z)) \). So \( f(z) - f(z - 1) \in \mathbb{Z}, f'(z) = f'(z - 1) \). Then \( f'(z) \) admits a Fourier series which converges absolutely on the whole complex plane and uniformly on any compact subset of \( \mathbb{C} \):

\[
f'(z) = \sum_{r \in \mathbb{Z}} c'_r e(rz)
\]

Integrating both sides, we get

\[
f(z) = \sum_{r \in \mathbb{Z}, r \neq 0} c''_r e(rz) + az + b'
\]
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where \( a = a(\tau), b' = b'(\tau), c''_r = c''_r(\tau) \in \mathbb{C} \). This series converges absolutely on the whole complex plane and uniformly on any compact subset of \( \mathbb{C} \) too. Further we can get \( a = f(z) - f(z - 1) \in \mathbb{Z} \).

Now we have \( c_r = e(f(z)) = \prod_{r \in \mathbb{Z}, r \neq 0} e(c''_r e(rz)) \cdot e(az + b') \). From this we can get

\[
c_m = \prod_{r \in \mathbb{Z}, r \neq 0} e(c_r(1 - e(-nr\tau)) e(rz)) \cdot e(na(z - \frac{n}{2}\tau) + nb)
\]

for all \( n \in \mathbb{Z} \) and some \( c_r = c_r(\tau), b = b(\tau) \in \mathbb{C}, \) with \( r \in \mathbb{Z}, r \neq 0 \).

We prove it by induction.

First, we know \( c_0 = c_{0+0} = c_0c_0 \), so \( c_0 = 1 \), satisfying (43). \( c_r = \prod_{r \in \mathbb{Z}, r \neq 0} e(c''_r e(rz)) \cdot e(az + b') \), satisfying (43) too while putting \( c_r = c''_r/(1 - e(-r\tau)), b = b' + ar/2 \). For \( c_{-r} \), we have \( c_0 = c_{-r+r} = c_{-r}^{-r}c_r \), so \( c_{-r} = (-r)^{-r}c_r \cdot e(-r\tau) = \prod_{r \neq 0} e(c_r(1 - e(-r\tau)) e(rz + r\tau)) \cdot e(-az - ar/2 - b) = \prod_{r \neq 0} e(c_r(1 - e(r\tau)) e(rz)) \cdot e(-a(z + r\tau/2) - b) \), satisfying (43) too.

Assume (43) holds for \( n = k, k \in \mathbb{Z}, k > 0 \), then for \( n = k+1 \), we have \( c_{(k+1)r} = c_{r}^{-r}c_{kr} = \prod_{r \neq 0} e(c_r(1 - e(-r\tau)) e(rz)) \cdot e(a(z - r\tau/2) + b) \cdot \prod_{r \neq 0} e(c_r(1 - e(kr\tau)) e(rz - r\tau)) \cdot e(ka(z - r\tau/2) + kb) \)

\[
\prod_{r \neq 0} e(c_r(1 - e(-(k+1)r\tau)) e(rz)) \cdot e((k+1)a(z - (k+1)\tau/2) + (k+1)b),
\]

satisfying (43).

Assume (43) holds for \( n = -k, k \in \mathbb{Z}, k > 0 \), then for \( n = -k - 1 \), we have \( c_{-k+1} = c_{-r}^{-r}c_{-kr} = \prod_{r \neq 0} e(c_r(1 - e(r\tau)) e(rz)) \cdot e(-a(z + r\tau/2) - b) \cdot \prod_{r \neq 0} e(c_r(1 - e(kr\tau)) e(rz + r\tau)) \cdot e(-ka(z + r\tau/2) - kb) \)

\[
\prod_{r \neq 0} e(c_r(1 - e((k+1)r\tau)) e(rz)) \cdot e(-(k + 1)a(z + (k + 1)\tau/2) - (k + 1)b),
\]

satisfying (43).

So by induction, (43) holds for all \( n \in \mathbb{Z} \) and some \( c_r, b \in \mathbb{C}, \) with \( r \in \mathbb{Z}, r \neq 0 \).

Next we show \( c_m = 1, \forall m \in \mathbb{Z} \). We know \( c_0 = 1, c_1 = 1 \). For \( c_{-1} \), we have \( c_0 = c_{-1+1} = c_{-1}^{-1}c_1 = c_{-1} = 1 \), so \( c_m = 1 \), for \( m = -1, 0, 1 \). Assume \( c_m = 1 \) for \( m = k, k \in \mathbb{Z} \), then \( c_{k+1} = c_1^1c_k = c_k = 1, c_{k-1} = c_{-1}^{-1}c_k = 1 \). So \( c_m = 1, \forall m \in \mathbb{Z} \).

Thus, from \( c_{m+n\tau} = c_{n\tau}^{-n\tau}c_m = c_{n\tau} \), we get

\[
c_m = \prod_{r \in \mathbb{Z}, r \neq 0} e(c_r(1 - e(-nr\tau)) e(rz)) \cdot e(na(z - \frac{n}{2}\tau) + nb)
\]

for all \( \omega = m + n\tau \in L, m, n \in \mathbb{Z} \).

Let \( u(z) = \prod_{r \in \mathbb{Z}, r \neq 0} e(c_r e(rz)) \). It converges absolutely because so does the infinite product in (44) for any \( n \in \mathbb{Z} \). Now putting \( c' = u^{-1}auc_m \), we have \( c \sim c' \), and \( c' \) is of the form (42).
Part II. For any \( a = a(\tau) \in \mathbb{Z}, b = b(\tau) \in \mathbb{C} \), we need show that (42) gives a cocycle in \( H^1(L_\tau, \mathcal{O}^\times) \). Take any \( \omega' = m' + n'\tau, \omega'' = m'' + n''\tau \in L_\tau \), let \( \omega = \omega' + \omega'' = m + n\tau \in L_\tau \), then \( m = m' + m'', n = n' + n'' \). And we have 
\[
c_{\omega'}c_{\omega''} = e(n'a(z-n'\tau/2)+n'b)e(n''a(z-m'-n'\tau-n''\tau/2)+n''b) = e((n'+n'')(z-(n'+n'')\tau/2)+(n'+n'')b) = e(na(z-n\tau/2)+nb) = c_\omega = c_{\omega'+\omega''}
\]
So (42) gives a cocycle in \( H^1(L_\tau, \mathcal{O}^\times) \).

For any two cocycles \( c, c' \) of the form (42), we have
\[
c_\omega = e(na(z - \frac{n}{2}\tau) + nb) \\
c'_\omega = e(na'(z - \frac{n}{2}\tau) + nb')
\]
for some \( a, a' \in \mathbb{Z}, b, b' \in \mathbb{C} \), where \( \omega = m + n\tau \in L_\tau, m, n \in \mathbb{Z} \).

If \( a = a', b - b' \in \mathbb{Z} + \mathbb{Z}\tau = L_\tau \), then let \( b - b' = d' + d\tau \), with \( d, d' \in \mathbb{Z} \), and let
\[
u(z) = e(-dz).
\]
Then we have
\[
u^{-1}\omega_\nu = e(dz - d(z - m - n\tau)) + na(z - n\tau/2) + nb'
\]
e \[
e(na(z - n\tau/2) + nb' + nd\tau) = e(na(z - n\tau/2) + nb' + nd\tau) = e(na(z - n\tau/2) + nb) = c_\omega,
\]
thus \( c \sim c' \).

If \( c \sim c' \), then there exists a \( v(z) \in \mathcal{O}^\times \), such that \( c_\omega = c'_\omega v^{-1}\omega v \). Now for \( v(z) \in \mathcal{O}^\times \), there is a holomorphic function \( u(z) \in \mathcal{O} \), such that \( v(z) = e(u(z)) \). So we have
\[
e(na(z - \frac{n}{2}\tau) + nb) = e(na'(z - \frac{n}{2}\tau) + nb' - u(z) + u(z - \omega))
\]
and then
\[
a(z - \frac{n}{2}\tau) + nb - na'(z - \frac{n}{2}\tau) - nb' + u(z) - u(z - \omega) \in \mathbb{Z}
\]
Differentiating this element, we get
\[
n(a - a') + u'(z) - u'(z - \omega) = 0
\]
Differentiate it once again, we get
\[
u''(z) = u''(z - \omega)
\]
Thus \( u''(z) \) is a holomorphic function on the elliptic curve \( E_\tau = \mathbb{C}/L_\tau \), hence a constant function. After integration, we find that \( u(z) \) is a polynomial in \( z \) of degree at most 2. So assume \( u(z) = c_1z^2 + c_2z + c_3 \). Then \( u'(z) = 2c_1z + c_2 \).

Plug it in (46), we get
\[
u'(z) - u'(z - \omega) = 2c_1\omega = -n(a - a') \in \mathbb{Z}, \forall \omega \in L_\tau
Let $\omega = 1$, we can get $c_1 = 0$, and hence $a = a'$. Use these results in (45), we get
\[ n(b - b') + c_2\omega \in \mathbb{Z}, \forall \omega \in L_{\tau} \]

Let $\omega = 1$, we get $c_2 \in \mathbb{Z}$. Let $\omega = \tau$, then we get $b - b' \in \mathbb{Z} + \mathbb{Z}\tau = L_{\tau}$. □

Define a mapping $\varphi : H^1(L_{\tau}, \mathcal{O}^\times) \rightarrow \mathbb{Z} \times \mathbb{E}_{\tau}$ as the following. For any $[c] \in H^1(L_{\tau}, \mathcal{O}^\times)$, we have $[c] = [c']$ for some $c'$ of the form (42). Suppose $c'_{\omega} = e(na(z - n\tau/2) + nb)$, with $a \in \mathbb{Z}, b \in \mathbb{C}$. Let $\varphi([c])$ in $\mathbb{Z} \times \mathbb{E}_{\tau}$ be $(a, b)$, where $b$ is the image of $b$ under the quotient map $\mathbb{C} \rightarrow \mathbb{C}/L_{\tau}$. From Theorem 6.2.2, we know that $\varphi$ is well-defined and bijective. And it can also be shown that it is a group isomorphism. Thus we reobtain the well-known group structure of $H^1(L_{\tau}, \mathcal{O}^\times)$.

The reason that we want to get the description of all the elements of $H^1(L_{\tau}, \mathcal{O}^\times)$ in spite of that its structure is already known is to describe $M_c$ in this case.

### 6.3 Description of $M_c$

**Theorem 6.3.1.** For any cocycle $c$ of the form (42), with $a \in \mathbb{Z}, b \in \mathbb{C}$, we have the following:

1. If $a \neq 0$, then $\dim M_c = |a|$, and the basis can be given by $\sum_{k \in \mathbb{Z}} c_{k\tau} e(r(z - k\tau)), r = 0, \ldots, |a| - 1$;
2. If $a = 0$ and $b \notin L_{\tau}$, then $M_c = 0$;
3. If $a = 0$ and $b \in L_{\tau}$, then $\dim M_c = 1$, and the basis can be given by $e(rz)$, where $b = r' + r\tau \in L_{\tau}, r, r' \in \mathbb{Z}$.

**Pf.** For any cocycle $c$ of the form (42), with $a \in \mathbb{Z}, b \in \mathbb{C}$, let $f \in M_c$, then we have
\[ c_{\omega} f = f, \forall \omega \in L_{\tau} \quad (47) \]

Let $\omega = 1$, we have $f(z - 1) = f(z)$, so $f(z)$ admits a Fourier expansion $f(z) = \sum_{r \in \mathbb{Z}} c_r e(rz)$. Plug it in (47), and let $\omega = \tau$, we get
\[ e(a(z - \tau/2) + b) \sum_{r \in \mathbb{Z}} c_r e(rz - r\tau) = \sum_{r \in \mathbb{Z}} c_r e(rz) \]

Thus
\[ \sum_{r \in \mathbb{Z}} c_r e((r + a)z - a\tau/2 + b - r\tau) = \sum_{r \in \mathbb{Z}} c_r e(rz) \]
\[
\sum_{r \in \mathbb{Z}} c_{r-a} e(rz - a\tau/2 + b - (r - a)\tau) = \sum_{r \in \mathbb{Z}} c_r e(rz)
\]
\[
\sum_{r \in \mathbb{Z}} c_{r-a} e(-(r - a/2)\tau + b)e(rz) = \sum_{r \in \mathbb{Z}} c_r e(rz)
\]

So we get
\[
c_r = c_{r-a} e(-(r - a/2)\tau + b)
\]
\[
c_{r+a} = c_r e(-(r + a/2)\tau + b) \quad (48)
\]
\[
c_{r-a} = c_r e((r - a/2)\tau - b) \quad (49)
\]

If \(a = 0\), then (48) becomes
\[
c_r = c_r e(-r\tau + b)
\]
then we have \(c_r = 0\), or \(e(-r\tau + b) = 1\). \(-r\tau + b \in \mathbb{Z}\), \(b \in \mathbb{Z} + r\tau\). If \(b \notin \mathbb{Z} + \mathbb{Z}\tau\), from here we know \(M_c = 0\). If \(b \in \mathbb{Z} + \mathbb{Z}\tau\), say, \(b = d' + d\tau\), \(d, d' \in \mathbb{Z}\), then \(c_r = 0\) for \(r \neq d\), \(f(z) = c_d e(dz)\). And it is easy to check \(f(z) = c_d e(dz) \in M_c\), so \(\text{dim } M_c = 1\), and the basis can be given by \(e(dz)\).

If \(a \neq 0\), then we have
\[
c_{r+ka} = c_r e(-(kr + k^2a/2)\tau + kb), \forall k \in \mathbb{Z} \quad (50)
\]

From (48) and (49), it is easy to see that (50) holds for \(k = -1, 0, 1\). Assume (50) holds for \(k = k_0\), then by (48), we have
\[
c_{r+(k_0+1)a} = c_{r+k_0a} e(-(r + k_0a + a/2)\tau + b)
\]
\[
= c_r e(-(k_0r + k_0^2a/2)\tau + k_0b - (r + k_0a + a/2)\tau + b)
\]
\[
= c_r e(-((k_0 + 1)r + (k_0 + 1)^2a/2)\tau + (k_0 + 1)b)
\]

And by (49), we have
\[
c_{r+(k_0-1)a} = c_{r+k_0a-a} e((r + k_0a - a/2)\tau - b)
\]
\[
= c_r e(-(k_0r + k_0^2a/2)\tau + k_0b + (r + k_0a - a/2)\tau - b)
\]
\[
= c_r e(-((k_0 - 1)r + (k_0 - 1)^2a/2)\tau + (k_0 - 1)b)
\]

So (50) holds for \(k = k_0 + 1, k_0 - 1\). Hence (50) holds for any \(k \in \mathbb{Z}\).
Thus, $f(z)$ can be expressed as

$$
f(z) = \sum_{r \in \mathbb{Z}} c_r e(r z) = \sum_{r=0}^{\lfloor a \rfloor - 1} \sum_{k \in \mathbb{Z}} c_{r+ka} e((r+ka)z)
$$

$$
= \sum_{r=0}^{\lfloor a \rfloor - 1} \sum_{k \in \mathbb{Z}} c_r e((-kr + k^2 a/2)\tau + kb) e((r+ka)z)
$$

$$
= \sum_{r=0}^{\lfloor a \rfloor - 1} \sum_{k \in \mathbb{Z}} e(ka(z - k\tau/2) + kb) e(r(z - k\tau))
$$

$$
= \sum_{r=0}^{\lfloor a \rfloor - 1} c_r \sum_{k \in \mathbb{Z}} c_{k\tau} e(r(z - k\tau)) \quad (51)
$$

Let $f_r(z) = \sum_{k \in \mathbb{Z}} c_{k\tau} e(r(z - k\tau))$, $r = 0, \ldots, \lfloor a \rfloor - 1$, which converge absolutely because so does $\sum_{r \in \mathbb{Z}} c_r e(r z)$. They are linearly independent, because if $\sum_{r=0}^{\lfloor a \rfloor - 1} c'_r f_r(z) = 0$, then from (51), we get that $\sum_{r \in \mathbb{Z}} c'_r e(r z)$ is the Fourier expansion of the zero function after defining $c'_r$ for other $r \in \mathbb{Z}$ by (50), thus giving $c'_r = 0$, $\forall r = 0, \ldots, \lfloor a \rfloor - 1$. And $f_r(z), r = 0, \ldots, \lfloor a \rfloor - 1$ are in $M_c$, which can be verified easily. Then from the results above, we know that dim $M_c = \lfloor a \rfloor$, and the basis can be given by $f_r, r = 0, \ldots, \lfloor a \rfloor - 1$. □

From Theorem 6.2.2 and Theorem 6.3.1, our space $M_c$ are determined completely for any cocycle $c$ up to isomorphism.

Notice that $L_\tau = \mathbb{Z} + \mathbb{Z}\tau$, and in the first case of the above theorem, any element in $M_c$ is of the form (51), which is built from $\sum_{r=0}^{\lfloor a \rfloor - 1} c_r e(r z)$ by Poincaré sum procedure for $\mathbb{Z}\tau$, where $\sum_{r=0}^{\lfloor a \rfloor - 1} c_r e(r z)$ is invariant under the action of $\mathbb{Z}$. Also notice that an element of the form (51) is not a Poincaré sum over $L_\tau$ for some element in $O$. This kind of new phenomenon would not occur if $L_\tau$ were finite.

### 6.4 Countable Group Case

From the results above for the elliptic curve case and those for the modular form case in Section 3.2, we get some feeling on what is going on in the countable group $G$ case for a triple system $(G, (G, M))$. Now let us try to formulate it.

Let $G$ be a countable topological group endowed with discrete topology, $G$ a topological group and $M$ an abelian topological group. Let $G$ and $G$ act continuously on the group $M$. As before, we also assume that $M$ is a left $G$-module and $G$ acts naturally on $(G, M)$.

If $H$ is a subgroup of $G$, denote the set of representatives of left cosets of $H$ in $G$ as
$G/H$, and the subgroup of $M$ of all those fixed by elements in $H$ as $M^H$.

Given a subset $S \subseteq G$ and the elements $a_t \in M, t \in S$, if for any subset $SS \subseteq S$ and any increasing sequence of finite subsets of $SS$, $S_1 \subseteq S_2 \subseteq \cdots \subseteq S_n \subseteq \cdots \subseteq SS \subseteq S$ with $\bigcup_{n=1}^{\infty} S_n = SS$, the limit $\lim_{n \to \infty} \sum_{t \in S_n} a_t$ exists and doesn’t depend on the choice of the increasing sequence of finite subsets of $SS$, then we call the series $\sum_{t \in S} a_t$ converges absolutely in $M$, and the value of $\sum_{t \in S} a_t$ is defined to be the limit when $SS = S$. It is easy to check that the partial series of an absolutely convergent series is also absolutely convergent, and the sum of two absolutely convergent series $\sum_{t \in S} a_t, \sum_{t \in S} b_t$ is also absolutely convergent, and their sum is $\sum_{t \in S}(a_t + b_t)$.

Now we turn to define the cohomology group $H^1(G, G)$.

Similarly as before, a 1-cocycle is a map $c : G \to G$ such that

$$c_{st} = c_s^s c_t, \forall s, t \in G.$$ 

We denote by $Z^1(G, G)$ the set of all 1-cocycles. Two cocycles $c, c'$ are called equivalent: $c \sim c'$ if there is an element $u \in G$ such that

$$c'_s = u^{-1} c_s^s u, \forall s \in G.$$ 

The cohomology set is defined as

$$H^1(G, G) = Z^1(G, G)/\sim.$$ 

We shall denote by $[c]$ the cohomology class containing the cocycle $c$.

To each cocycle $c \in Z^1(G, G)$, we set

$$M_c = \{a \in M : c_s^s a = a, \forall s \in G\}.$$ 

However, from our results in both elliptic curve case and modular form case, we don’t define $P_c$ as $\{a \in M : a = \sum_{s \in G} c_s^s x, \text{for some } x \in M, \text{and it converges absolutely}\}$, but as $P_c = \{a \in M : a = p_{c,H}(x) = \sum_{s \in G/H} c_s^s x, \text{for some subgroup } H \subseteq \ker(c) \subseteq G, \text{some } x \in M^H, \text{and it converges absolutely}\}$. Denote $p_{c,H}(x)$ by $p_c(x)$ if $H = \ker(c)$.

It is easy to see that $M_c$ is a subgroup of $M$ and $P_c \subseteq M_c$ for every cocycle $c$. Moreover, we have a better description of $P_c$, which implies that $P_c$ is also a subgroup of $M$.

**Proposition 6.4.1.** Let $K = \ker(c)$ for a cocycle $c \in Z^1(G, G)$, then $K$ is a subgroup of $G$, and $P_c = \{a \in M : a = p_c(x) = \sum_{s \in G/K} c_s^s x, \text{for some } x \in M^K, \text{and it converges absolutely}\}$.
absolutely}. So $P_c$ is a subgroup of $M_c$, and $M_c$, $P_c$, $M_c/P_c$ are uniquely determined by the cocycle class $[c] \in H^1(G, G)$ up to isomorphism.

**Pf.** It is obvious that $K$ is a subgroup of $G$. Let $Q_c = \{ a \in M : a = p_c(x) = \sum_{s \in G/K} c_s^s x, \text{ for some } x \in M^K, \text{ and it converges absolutely} \}$. We are going to show that $P_c = Q_c$.

First, $Q_c \subseteq P_c$, which is evident. Then we look at the other side. $\forall a \in P_c$, there is some subgroup $H$, such that $a = p_{c,H}(x)$ for some element $x \in M^H$. From group theory, we know there is a bijection $G/K \times K/H \rightarrow G/H$ given by $(t, g) \mapsto tg$ if we choose $G/H$ properly. Hence $a$ can be written as $a = \sum_{tg \in G/H} c_{tg}^{tg} x$, where $t \in G/K$, $g \in K/H$. But because of $\ker(c) = K$, we have $c_{tg} = c_t^t c_g = c_t$. Also note that $a = \sum_{tg \in G/H} c_{tg}^{tg} x$ converges absolutely, so its partial series $\sum_{g \in K/H} c_g^g x = \sum_{g \in K/H} g^g x$ converges absolutely too. We denote its value by $y$, and it is easy to see that $y \in M^K$. Now we have

$$
a = \sum_{tg \in G/H} c_{tg}^{tg} x = \sum_{t \in G/K} \sum_{g \in K/H} c_{tg}^{tg} x = \sum_{t \in G/K} \sum_{g \in K/H} c_t^t (\sum_{g \in K/H} g^g x) = \sum_{t \in G/K} c_t^t y \in Q_c
$$

So the proposition is proved. □

Equipped with the new terminology, we can have the following corollary from Theorem 6.3.1:

**Corollary 6.4.1.** For any cocycle $[c] \in H^1(L_T, O^\times)$, we have $M_c/P_c = 1$.

**Pf.** It is obvious for the first and the second cases in Theorem 6.3.1. For the third case, we can let $b = 0$, because its corresponding cocycle is equivalent to that when $b$ is any element in $L_T$, and $M_c/P_c$ is the same up to isomorphism. Now it is easy to get the result. □
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