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Abstract

We study the Steiner problem of finding a minimal spanning network in the setting of a space of probability measures with metric defined by cost of optimal transport between measures. Existence of a solution is shown for the Wasserstein space $P_p(X)$ over any base space $X$ which is a separable, locally compact Hadamard space. Structural results are given for the case $p = 2$ under further restrictions on $X$.
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Chapter 1

Introduction

In this dissertation, we investigate the geometry of optimal transport problems by finding hypotheses under which the Steiner problem of finding a minimal network between a given set of points can be solved in the metric space of probability measures on a base space. Here the distance between two probability measures is defined by the minimal transport cost between them for some fixed infinitesimal cost function. Our main result is that under certain geometric assumptions on the base space, the Steiner problem for the space of probability measures is always solvable.

The problem of optimal transport, originally proposed by Monge, has a long history of investigation and application ([Vil09] is an extensive reference). Roughly stated, the problem involves one who has an initial configuration of mass and would like to transport it to a terminal configuration of mass, doing so at least cost. For instance, one might have a set of water towers and a region of drought that one would like to relieve as quickly as possible. Abstractly, this becomes a constrained optimization problem in a space $\mathcal{P}$ of probability measures over the base space. Unfortunately, the mere existence of a solution is difficult to come by, due to the non-linear nature of the problem. It was over two hundred years before Kantorovich [Kan04b, Kan04a]

---

Material in this thesis will be published in *Steiner problems in optimal transport*, Transactions of the American Mathematical Society, American Mathematical Society, Providence, RI.
provided serious progress by formulating and solving a weak version of the problem. We will focus on this Monge-Kantorovich problem, defined in detail below.

Returning to our drought problem, suppose that the drought and even the construction of the water towers have yet to occur. The question becomes where to build the water towers to best prepare for possible droughts. If there are multiple possible droughts one wishes to protect against, but one can only afford enough water towers to combat a single drought at a time, one wishes to find a configuration of water towers which is nicely balanced amongst the possible droughts. We will investigate this by solving Steiner-type problems in the space $\mathcal{P}$ of probabilities. A Steiner problem is a search for a length minimizing network, usually satisfying some boundary conditions, in a metric space.

As Steiner solutions can be considered generalized geodesics [MY06], we cannot reasonably hope to solve the classical Steiner problem if $\mathcal{P}$ is not a geodesic space. Therefore, we will also define and solve for weak solutions of a Monge-Kantorovich-Steiner problem. The main idea in our definition of the weak problem is that, in a geodesic space, the edges of a Steiner solution are always geodesic segments, so the problem only sees distances of a finite point configuration. The weak problem is then to minimize the sum of these distances in place of the sum of the lengths of the connecting paths. One may then discuss weak solutions of the problem in any metric space.

Steiner problems are traditionally solved via local compactness arguments; however, as we cannot expect local compactness from our space $\mathcal{P}$, we will instead need to argue using the geometry of the base space. In particular, we show:

**Main Theorem.** Suppose $\mathcal{X}$ is a separable, locally compact Hadamard space or a compact complete metric space. Then for any $p > 1$, the parameterized and general versions of the Steiner problem are solvable in $(P_p(\mathcal{X}), W_p)$ for arbitrary boundary data.
Here \((P_p(\mathcal{X}), W_p)\) is the \(p\)-Wasserstein space, whose definition and basic properties are recalled in Section 2.3. The argument actually gives a technically more general result, listed precisely as Theorem 3.3.1 in Section 3.3.

We prove the Main Theorem by first considering the weak Monge–Kantorovich–Steiner problem only for boundary data of compact support. The boundary data is then supported on a convex compact subset \(H\) of the base space. By examining the orthogonal projection onto \(H\), we see that the problem reduces to finding a solution with measures having support restricted to remain in \(H\). We may then apply Prokhorov’s Theorem to show that the direct method of minimization gives existence of a solution. The Main Theorem will then follow by a suitable approximation argument.

We conclude by using the geometry of Wasserstein spaces of order 2 to study the structure of the Steiner solutions. The standard variational argument for showing solutions of planar Steiner problems have vertex degrees of at most 3 is partially generalized to Steiner problems in \((P_2(\mathbb{R}^n), W_2)\). We show that for boundary data of compact support, vertices of degree greater than 3 in a Steiner solution cannot be absolutely continuous with respect to Lebesgue measure. This structural result relies heavily on the nonnegative curvature of \((P_2(\mathbb{R}^n), W_2)\), shown independently by Sturm [Stu06], and Lott and Villani [LV09]. Both of these proofs fail to generalize even to Wasserstein metrics \(W_p\) of order \(p \neq 2\), so we include Appendix A as a possible foundation for future work on lower curvature bounds in optimal transport problems with more general cost functions and other infinite-dimensional settings. We then discuss the strong degree to which \((P_2(\mathcal{X}), W_2)\) lacks an upper bound on curvature. Finally, we investigate the special case of Gaussian measures as boundary data for Steiner problems in \((P_2(\mathbb{R}^n), W_2)\).
Chapter 2

Background

We begin by providing some necessary background on Alexandrov curvature, Steiner problems, and optimal transport problems. We are then in a position where we can formally define the problems which will the focus of the work: the Monge-Kantorovich-Steiner problem and the Monge-Steiner problem.

2.1 Alexandrov curvature

We first recall some notions of metric geometry, beginning with length.

**Definition 2.1.1.** Let \((\mathcal{X}, d)\) be a metric space and \(\gamma : [a, b] \rightarrow \mathcal{X}\) be a continuous map. \(l(\gamma)\), the length of \(\gamma\), is the supremum of

\[
\sum_{i=1}^{k} d(\gamma(t_i), \gamma(t_{i-1}))
\]

over all \(k\) and choices of

\[a = t_0 \leq t_1 \leq t_2 \leq \cdots \leq t_k = b.\]

If \(l(\gamma) < \infty\), \(\gamma\) is called rectifiable.
Definition 2.1.2. Let $(\mathcal{X}, d)$ be a metric space. Let

$$\text{Path}(x, y) = \{ \gamma : [a, b] \to \mathcal{X} \text{ continuous}; \gamma(a) = x, \gamma(b) = y \}.$$ 

The intrinsic metric $d_l$ is given by

$$d_l(x, y) = \inf_{\gamma \in \text{Path}(x, y)} l(\gamma).$$

$\mathcal{X}$ is called a length space if $d = d_l$.

The intrinsic metric produces a length space as $(d_l)_l = d_l$.

Definition 2.1.3. A shortest path in a length space is a rectifiable curve such that the distance between two points on the curve is equal to the length of the corresponding segment of the curve. A geodesic is a continuous path such that each point in the domain has a neighborhood on which the path is a shortest path. A length space is called a geodesic space if every two points are joined by a shortest path.

We also need a notion of angle for metric spaces.

Definition 2.1.4. Given three distinct points $x$, $y$, and $z$ in a metric space $\mathcal{Y}$, the comparison angle $\tilde{\angle}xyz$ is defined as the corresponding angle in the triangle in $\mathbb{R}^2$ of sides $d(x, y), d(x, z), d(y, z)$.

Explicitly,

$$\tilde{\angle}xyz = \arccos \frac{d^2(x, y) - d^2(x, z) + d^2(y, z)}{2d(x, y)d(y, z)}.$$ 

Definition 2.1.5. If $\beta : [0, \varepsilon) \to \mathcal{Y}$ and $\gamma : [0, \varepsilon) \to \mathcal{Y}$ are two paths in a metric space $\mathcal{Y}$ with $\beta(0) = \gamma(0) = p$, then we define the angle

$$\angle(\alpha, \beta) = \lim_{s,t \to 0} \tilde{\angle}(\alpha(s), p, \beta(t)).$$
whenever the limit exists.

We may now define a notion of curvature for metric spaces.

**Definition 2.1.6.** A length space $\mathcal{Y}$ is said to have nonnegative (nonpositive) Alexandrov curvature if it has a covering by neighborhoods $\{V_i\}$ such that for any two shortest paths $\beta : [0, \varepsilon) \to V_i$ and $\gamma : [0, \varepsilon) \to V_i$ with $\beta(0) = p$ and $\gamma(0) = p$,

$$\tilde{\angle}(\alpha(s), p, \beta(t))$$

is nonincreasing (nondecreasing) in both $s$ and $t$.

In particular, the angle between a pair of geodesics starting at a common point always exists in a space of nonnegative or nonpositive Alexandrov curvature. Nonnegative (nonpositive) Alexandrov curvature is equivalent to nonnegative (nonpositive) sectional curvature in the setting of Riemannian manifolds (Section 6.5 of [BBI01]).

There are several equivalent definitions of nonnegative Alexandrov curvature. For instance, it is shown in Proposition 10.1.1 in [BBI01] that for a locally compact length space $\mathcal{Y}$, nonnegative Alexandrov curvature is equivalent to having a covering by neighborhoods $\{V_i\}$ such that for any four distinct points $a, b, c, d \in V_i$, the quadruple condition

$$\tilde{\angle}abc + \tilde{\angle}cad + \tilde{\angle}dab \leq 2\pi$$

is satisfied. It should be noted that local compactness is not actually necessary here; however, we have local compactness everywhere we will be using the quadruple condition.

The theory of nonnegative Alexandrov curvature is significantly more developed under the additional assumption of finite Hausdorff dimension. We recall:

**Definition 2.1.7.** Let $(X, d)$ be a metric space. The $\delta$-dimensional Hausdorff mea-
sure of $\mathcal{X}$ is
\[
\lim_{\varepsilon \to 0} \left( \inf_{\{S_i\}} \sum_{i=1}^{\infty} \frac{(\Gamma(1/2))^\delta}{\Gamma(1 + \frac{\delta}{2})}(\text{diam } S_i)^\delta \right),
\]
where the infimum is taken over all countable coverings $\{S_i\}$ of $\mathcal{X}$ with $\text{diam } S_i < \varepsilon$ for all $i$. $\dim_H(\mathcal{X})$, the Hausdorff dimension of $\mathcal{X}$, is the infimum of the set of $\delta$ such that the $\delta$-dimensional Hausdorff measure of $\mathcal{X}$ is zero.

Here
\[
\Gamma(x) = \int_0^{\infty} t^{x-1} e^{-t} \, dt
\]
is the usual Gamma function and the normalizing constant
\[
\frac{(\Gamma(1/2))^\delta}{\Gamma(1 + \frac{\delta}{2})}
\]
ensures that $n$-dimensional Hausdorff measure generalizes $n$-dimensional Lebesgue measure in Euclidean domains.

We now present a brief survey of some of the results known for finite-dimensional spaces of nonnegative Alexandrov curvature. First, we have dimensional homogeneity:

**Theorem 2.1.8** (Theorem 10.6.1 of [BBI01]). Let $\mathcal{X}$ be a space of nonnegative Alexandrov curvature. If $\dim_H(\mathcal{X})$ is finite, then $\dim_H(\mathcal{X})$ is an integer and $\dim_H(U) = \dim_H(\mathcal{X})$ for any open set $U \subset \mathcal{X}$.

Finite-dimensional spaces of nonnegative Alexandrov curvature are well-behaved on a dense set.

**Theorem 2.1.9** (Corollary 10.8.23 of [BBI01]). Let $\mathcal{X}$ be an $n$-dimensional space of nonnegative Alexandrov curvature. $\mathcal{X}$ is then locally compact and contains an open dense set which is an $n$-dimensional manifold.

We have good control on the space of finite-dimensional spaces of nonnegative Alexandrov curvature. We recall a few definitions to make this precise.
Definition 2.1.10. A correspondence between two sets \( X \) and \( Y \) is a set \( R \subset X \times Y \) such that the projections onto \( X \) and \( Y \) are both surjective.

Definition 2.1.11. The distortion of a correspondence \( R \) between metric spaces \((X, d_X)\) and \((Y, d_Y)\) is defined by

\[
dis R = \sup_{(x_1, y_1), (x_2, y_2) \in R} |d_X(x_1, x_2) - d_Y(y_1, y_2)|.
\]

Definition 2.1.12. The Gromov-Hausdorff distance between two metric spaces \((X, d_X)\) and \((Y, d_Y)\) is defined by

\[
d_{GH}(X, Y) = \frac{1}{2} \inf_{R} \text{dis} R,
\]

where the infimum is taken over all correspondences \( R \) between \((X, d_X)\) and \((Y, d_Y)\).

The pointed Gromov-Hausdorff distance between two pointed metric spaces \((X, d_X, p)\) and \((Y, d_Y, q)\) is defined by

\[
d_{GH,p,q}(X, Y) = \frac{1}{2} \inf_{R} \text{dis} R,
\]

where the infimum is taken over all correspondences \( R \) between \((X, d_X)\) and \((Y, d_Y)\) such that \((p, q) \in R\).

We may now state:

Theorem 2.1.13 (Theorem 8.5 in [BGP92]). The class of space of nonnegative Alexandrov curvature with Hausdorff dimension \( \leq n \) and diameter \( \leq D \) is compact with respect to Gromov-Hausdorff convergence.

In addition, we have several generalizations of results in Riemannian geometry to Alexandrov geometry, such as Milka’s generalization [Mil67] of Toponogov’s splitting theorem [Top64].
Theorem 2.1.14. If a finite-dimensional space of nonnegative Alexandrov curvature $\mathcal{X}$ contains a line $\gamma$, i.e., $\gamma: (-\infty, \infty) \to \mathcal{X}$ and $\gamma|_{[a,b]}$ is a shortest path for any $a$ and $b$, then $\mathcal{X}$ splits isometrically as $\mathbb{R} \times \mathcal{Y}$ for some space of nonnegative Alexandrov curvature $\mathcal{Y}$.

and Perelman’s generalization [Per91] of the Soul Theorem of Cheeger and Gromoll [CG72],

Theorem 2.1.15. Let $\mathcal{X}$ be an $n$-dimensional space of nonnegative Alexandrov curvature. Then there is a compact convex subset $S \subset \mathcal{X}$, called the soul of $\mathcal{X}$, such that $S$ is a deformation retract of $\mathcal{X}$.

A major technical tool for finite-dimensional spaces of nonnegative Alexandrov curvature is the notion of an $(n, \varepsilon)$-strainer.

Definition 2.1.16. A point $p \in \mathcal{X}$ is called an $(n, \varepsilon)$-strained point if there exist $n$ pairs of points $(a_i, b_i)$, called an $(n, \varepsilon)$-strainer, such that $\tilde{\angle} a_ipb_i > \pi - \varepsilon$, $\tilde{\angle} a_ipa_j > \frac{\pi}{2} - \varepsilon$, $\tilde{\angle} a_ipb_j > \frac{\pi}{2} - \varepsilon$, and $\tilde{\angle} b_ipb_j > \frac{\pi}{2} - \varepsilon$.

A strainer may be thought of as an approximate orthogonal frame. The maximal $n$ for which $\mathcal{X}$ has an $(n, \varepsilon)$-strained point is $n = \dim_H(\mathcal{X})$.

Definition 2.1.17. If $n = \dim_H(\mathcal{X})$ and $p$ is an $(n, \varepsilon)$-strained point for all $\varepsilon > 0$, $p$ is called a regular point.

In a small enough neighborhood of a regular point $p$, $\mathcal{X}$ looks like $\mathbb{R}^n$. We require a slightly different notion of distance between metric spaces to state this precisely.

Definition 2.1.18. The Lipschitz distance between two metric spaces $(\mathcal{X}, d_{\mathcal{X}})$ and $(\mathcal{Y}, d_{\mathcal{Y}})$ is given by

$$d_L(\mathcal{X}, \mathcal{Y}) = \inf_{g: \mathcal{X} \to \mathcal{Y}} \log(\max\{\dil g, \dil(g^{-1})\})$$,
where the infimum is taken over all bi-Lipschitz homeomorphisms $g: \mathcal{X} \to \mathcal{Y}$ and the
dilation is given by
\[
\text{dil } g = \sup_{x_1, x_2 \in \mathcal{X}} \frac{d_Y(g(x_1), g(x_2))}{d_X(x_1, x_2)}.
\]

The local relation between a neighborhood of a regular point $p$ and $\mathbb{R}^n$ is given
by:

**Lemma 2.1.19** (Theorem 10.9.16 of [BBI01]). For every integer $n \geq 1$ and every
$\varepsilon > 0$, there is a $\delta > 0$ such that if $p$ is an $(n, \delta)$-strained point in an $n$-dimensional
Alexandrov space, then $p$ has a neighborhood which is $\varepsilon$ away in the Lipschitz distance
from a region in $\mathbb{R}^n$. In particular, if $p$ is regular, $\varepsilon$ may be chosen arbitrarily small.

Regular points are a powerful tool due to the following related form of Theorem 2.1.9.

**Theorem 2.1.20** (Corollary 10.9.13 of [BBI01]). If $\mathcal{X}$ be an $n$-dimensional space of
nonnegative Alexandrov curvature, then the set of regular points is dense.

We will also make use of the following equivalent definition of nonpositive Alexandrov curvature.

**Definition 2.1.21.** A space of nonpositive Alexandrov curvature is a length space
which can be covered by a family of open sets $\{V_i\}$ such that for each $V_i$:

1. There exists a shortest path in $V_i$ connecting any two points in $V_i$.

2. For any $a, b, c \in V_i$ with each pair of points connected by a shortest path and any
point $d$ in the shortest path $ac$, let $\Delta \tilde{a} \tilde{b} \tilde{c}$ be the comparison triangle for $\Delta abc$ in
$\mathbb{R}^2$, i.e. $|ab| = |\tilde{a}\tilde{b}|$, $|ac| = |\tilde{a}\tilde{c}|$ and $|bc| = |\tilde{b}\tilde{c}|$, and let $\tilde{d}$ be the point in $\tilde{a}\tilde{c}$ such
that $|ad| = |\tilde{a}\tilde{d}|$. Then $|bd| \leq |\tilde{b}\tilde{d}|$. (Intuitively, $\Delta abc$ is skinnier than $\Delta \tilde{a}\tilde{b}\tilde{c}$.)

The geometry of a space of nonpositive Alexandrov curvature better controlled
under the assumption of simple connectivity.
Definition 2.1.22. A Hadamard space (or complete CAT(0) space) is a simply connected complete space of nonpositive Alexandrov curvature.

Hadamard spaces $X$ are important because the curvature conditions hold for all triangles in $X$, not just small triangles (Theorem 9.2.9 in [BBI01]). In our discussion, this allows us to ensure the convexity of distance functions on $X$, which will give us good control of convex hulls. In particular, $X$ is locally convex. We will need $X$ to be separable, so we note that this is always true for $X$ of finite Hausdorff dimension.

Lemma 2.1.23. If a metric space $(X, d)$ has finite Hausdorff dimension $\delta$, then $X$ is separable.

Proof. By definition, $X$ has $(\delta + 1)$-dimensional Hausdorff measure zero, so

$$\lim_{\varepsilon \to 0} \left( \inf_{\{S_i\}} \sum_{i=1}^{\infty} (\text{diam } S_i)^{\delta+1} \right) = 0,$$

where the infimum is taken over all countable coverings $\{S_i\}$ of $X$ with diam $S_i < \varepsilon$ for all $i$. In particular, such countable coverings exist for all $\varepsilon \leq 1/N$ for some large $N$. For each integer $k \geq 1$, choose such a covering $\{S_{k,i}\}$ with diam $S_{k,i} < 1/(N + k)$ and points $x_{k,i} \in S_{k,i}$. For every $x \in X$ and every $k$, there is some $i$ such that $x \in S_{k,i}$, so $d(x, x_{k,i}) < 1/(N + k)$. Thus the set $\{x_{k,i}; k, i \in \{1, 2, 3, \ldots \}\}$ is a countable dense subset of $X$. \hspace{1cm} \square

2.2 Steiner problems

Steiner problems are concerned with finding minimal networks between a fixed set of points in a metric space. More precisely, a network $\Gamma$ is a continuous map $\phi : G \to X$ where $X$ is a metric space and $G$ is a graph, topologized in the standard way, called the parametric graph of $\Gamma$. $\phi$ may be decomposed into a union of curves, allowing one
to compute the total length \( l(\Gamma) = l(\phi) \) by working on each curve separately. The Steiner problem is to find a network of minimal length in some set of networks. We will focus on two cases.

**Definition 2.2.1.** The parameterized Steiner problem for a graph \( G \) and a metric space \( \mathcal{X} \) is defined as follows: given \( k \) vertices \( v_1, \ldots, v_k \in G \) and \( k \) points \( p_1, \ldots, p_k \in \mathcal{X} \), find a network of minimal length in the set of all networks in \( \mathcal{X} \) with parametric graph \( G \) that send \( v_i \) to \( p_i \) for \( 1 \leq i \leq k \).

**Definition 2.2.2.** The general Steiner problem for a metric space \( \mathcal{X} \) is defined as follows: given \( k \) points \( p_1, \ldots, p_k \in \mathcal{X} \), find a network of minimal length in the set of all networks \( \phi : G \rightarrow \mathcal{X} \) such that \( G \) is a connected graph and \( p_1, \ldots, p_k \) are contained in the image of the vertex set.

We call the points \( p_1, \ldots, p_k \) the boundary points of the problem. A solution to a Steiner problem is referred to as a Steiner minimal tree. If \( \mathcal{X} \) is a complete, locally compact, geodesic space, then the parameterized and general Steiner problems are solvable for any boundary points [IT94]. For the parameterized problem, one simply applies the direct method of the calculus of variations to the set of networks with parametric graph \( G \) and all vertices within \( r \) of all of the boundary points \( p_1, \ldots, p_k \), where \( r \) is the diameter of the set \( \{p_1, \ldots, p_k\} \). The general case then follows by a simple argument, given in the proof of Theorem 3.2.2. Conversely, since for boundary points \( p_1, p_2 \), these Steiner problems are equivalent to the geodesic problem, \( \mathcal{X} \) must be a geodesic space for solutions to exist for arbitrary boundary data. We will show by an explicit class of examples, however, that local compactness is not a necessary condition for existence of solutions to arbitrary boundary data.

If we do not allow new vertices, but instead look for a length-minimizing spanning subgraph of the complete graph on our given boundary points, a solution is called a minimal spanning tree. We are minimizing over a finite number of graphs here,
so the minimal spanning tree problem may be solved by a simple algorithm. This is important, as the Steiner problem is much more difficult (in fact, even for \( \mathbb{R}^2 \) it is \( NP \)-hard [GGJ77]), and the minimal spanning tree may be seen as a good approximation. We define the Steiner ratio to codify the quality of the approximation of the Steiner problem by the minimal spanning tree problem.

**Definition 2.2.3.** The Steiner ratio \( \rho(\mathcal{X}) \) of a metric space \( \mathcal{X} \) is

\[
\inf_M \frac{L_s(M)}{L_a(M)},
\]

where \( M \) is any finite set of points in \( \mathcal{X} \), \( L_s(M) \) is the infimum of the lengths of all networks spanning \( M \), and \( L_a(M) \) is the length of the minimal spanning tree of \( M \).

In general, the Steiner ratio is in \([1/2, 1]\). It is trivial to see that the Steiner ratio of \( \mathbb{R} \) is 1, but calculation of the Steiner ratio of the plane \( \mathbb{R}^2 \) took a good deal of effort. In 1968, Gilbert and Pollak [GP68] conjectured that the Steiner ratio of the plane is \( \sqrt{3}/2 \), achieved by the vertices of a regular triangle. It was not until 1990 that Du and Hwang [DH90] positively resolved the conjecture. A generalized Gilbert and Pollak conjecture stated that \( \rho(\mathbb{R}^d) \) is achieved by the set \( M_d \) of \( d + 1 \) vertices of a regular \( d \)-simplex, i.e.,

\[
\rho(\mathbb{R}^d) = \frac{L_s(M_d)}{L_a(M_d)}.
\]

By studying the Steiner problem for the vertices of a regular simplex, Chung and Gilbert [CG76] were able to provide an upper bound

\[
\lim_{d \to \infty} \rho(\mathbb{R}^d) \leq \frac{\sqrt{3/2}}{2^{3/2} - 1} < .66984,
\]

significantly strengthening the bound

\[
\rho(\mathbb{R}^2) = \frac{\sqrt{3}}{2} > .86602.
\]
It should be noted that Chung and Gilbert did not determine the explicit value of \( L_s(M_d)/L_a(M_d) \) for each \( d \), merely bounding it from above by examining a particular candidate for the Steiner minimal tree. Furthermore, Du and Smith [DS96] have shown the generalized Gilbert and Pollak conjecture

\[
\rho(\mathbb{R}^d) = \frac{L_s(M_d)}{L_a(M_d)}
\]

to fail in every dimension \( d \geq 3 \). Explicit bounds for \( \rho(\mathbb{R}^d) \) from the work of Du and Smith are only known in low dimensions, so it remains unknown if

\[
\lim_{d \to \infty} \rho(\mathbb{R}^d) < \lim_{d \to \infty} \frac{L_s(M_d)}{L_a(M_d)},
\]

and the Chung and Gilbert bound on \( \lim_{d \to \infty} \rho(\mathbb{R}^d) \) has yet to be improved.

2.3 Optimal transport

Given two spaces \( \mathcal{X}, \mathcal{Y} \) and two subsets of probability measures \( \mathcal{P} \subset P(\mathcal{X}) \) and \( \mathcal{Q} \subset P(\mathcal{Y}) \), we define the set of transport plans \( \Pi(\mathcal{P}, \mathcal{Q}) \) as the set of probability measures \( \pi \in P(\mathcal{X} \times \mathcal{Y}) \) such that \( \text{proj}_\mathcal{X} \# \pi \in \mathcal{P} \) and \( \text{proj}_\mathcal{Y} \# \pi \in \mathcal{Q} \). \( \text{proj}_\mathcal{X} \# \pi \) and \( \text{proj}_\mathcal{Y} \# \pi \) are called the marginals of \( \pi \). Here \( f_\# \mu \) denotes the push-forward of \( \mu \) by \( f \), defined by \( f_\# \mu(A) = \mu(f^{-1}(A)) \).

If we suppose that the cost of implementing a transport plan depends only on the structure of the spaces \( \mathcal{X} \) and \( \mathcal{Y} \), we might suppose that for some cost function \( c : \mathcal{X} \times \mathcal{Y} \to \mathbb{R} \), the total cost of the transport plan is

\[
\int_{\mathcal{X} \times \mathcal{Y}} c(x, y) \, d\pi(x, y).
\]
If for some \( \pi_0 \in P(\mathcal{X} \times \mathcal{Y}) \) with marginals \( \mu \) and \( \nu \), we have
\[
\int_{\mathcal{X} \times \mathcal{Y}} c(x, y) \, d\pi_0(x, y) = \inf_{\pi \in \Pi(\{\mu\}, \{\nu\})} \int_{\mathcal{X} \times \mathcal{Y}} c(x, y) \, d\pi(x, y),
\]
then we say that \( \pi_0 \) is an optimal transference plan. In this case
\[
\left[ \int_{\mathcal{X} \times \mathcal{Y}} c(x, y) \, d\pi_0(x, y) \right]^\alpha
\]
is called the \( \alpha \)-optimal cost between \( \mu \) and \( \nu \). (We include the parameter \( \alpha \) so that we can allow Wasserstein distance in this framework.)

**Definition 2.3.1.** The Monge-Kantorovich problem for spaces \( \mathcal{X}, \mathcal{Y} \) is defined as follows: given a cost function \( c \), and measures \( \mu \in P(\mathcal{X}) \) and \( \nu \in P(\mathcal{Y}) \), find an optimal transference plan between \( \mu \) and \( \nu \).

The Monge-Kantorovich problem is solvable in very general settings.

**Theorem 2.3.2** (Theorem 4.1 of [Vil09]). Let \( (\mathcal{X}, \mu) \) and \( (\mathcal{Y}, \nu) \) be two Polish probability spaces. Let \( a : \mathcal{X} \to \mathbb{R} \cup \{-\infty\} \) and \( b : \mathcal{Y} \to \mathbb{R} \cup \{-\infty\} \) be upper semicontinuous functions such that \( a \in L^1(\mu) \) and \( b \in L^1(\nu) \). Suppose that \( c : \mathcal{X} \times \mathcal{Y} \to \mathbb{R} \cup \{+\infty\} \) is a lower semicontinuous function such that \( c(x, y) \geq a(x) + b(y) \) for all \( x \in \mathcal{X}, y \in \mathcal{Y} \). Then there exists an optimal transference plan between \( \mu \) and \( \nu \).

An important special case is when \( \mathcal{X} = \mathcal{Y} \) is a Polish metric space with distance function \( d \) and \( c = d^p \) for some \( p \in [1, \infty) \). \( 1/p \)-optimal cost is then the Wasserstein distance of order \( p \), given by
\[
W_p(\nu, \mu) = \left( \inf_{\pi \in \Pi(\{\mu\}, \{\nu\})} \int_{\mathcal{X} \times \mathcal{X}} d^p(x, y) \, d\pi(x, y) \right)^{1/p}.
\]
For any arbitrary $x_0 \in \mathcal{X}$, we define

$$P_p(\mathcal{X}) = \left\{ \mu \in P(\mathcal{X}) ; \int_{\mathcal{X}} d^p(x, x_0) \, d\mu(x) < \infty \right\}.$$ 

$W_p$ is then a metric on $P_p(\mathcal{X})$. Furthermore, if $\mathcal{X}$ is a complete, separable and locally compact length space and $p > 1$, then $P_p(\mathcal{X})$ is a geodesic space (Corollary 7.22 of [Vil09]).

### 2.4 Steiner problems in optimal transport

We wish to solve the Steiner problem in a probability space $\mathcal{P} \subset P(\mathcal{X})$. It is useful however to first consider a hybrid Monge-Kantorovich-Steiner problem. In a geodesic space, solutions of Steiner problems map edges to geodesics, so this becomes equivalent to minimizing a certain sum of distances. In a more general metric space, this correspondence need not hold, but one could view a solution which minimizes the sum of distances as a weak solution to the Steiner problem. Accordingly, the $\alpha$-optimal cost of a network $\phi : G \to P(\mathcal{X})$ is defined as the sum over all edges $\{v_i, v_j\}$ of $G$ of the $\alpha$-optimal cost between $\phi(v_i)$ and $\phi(v_j)$. The optimal costs are achieved by solutions of the Monge-Kantorovich problem, so we consider the following Monge-Kantorovich-Steiner problems:

**Definition 2.4.1.** The parameterized Monge-Kantorovich-Steiner problem for a graph $G$, a metric space $\mathcal{X}$, $\alpha > 0$ and a cost function $c$ is defined as follows: given $k$ vertices $v_1, \ldots, v_k \in G$ and $k$ probability measures $\mu_1, \ldots, \mu_k \in \mathcal{P} \subset P(\mathcal{X})$, find a network of minimal $\alpha$-optimal cost in the set of all networks in $\mathcal{P}$ with parametric graph $G$ that send $v_i$ to $\mu_i$ for $1 \leq i \leq k$.

**Definition 2.4.2.** The general Monge-Kantorovich-Steiner problem for a metric space $\mathcal{X}$, $\alpha > 0$ and a cost function $c$ is defined as follows: given a subset $\mathcal{P} \subset P(\mathcal{X})$ and
\[ k \text{ probability measures } \mu_1, \ldots, \mu_k \in \mathcal{P}, \text{ find a network of minimal } \alpha\text{-optimal cost in the set of all networks } \phi : G \to \mathcal{P} \text{ such that } G \text{ is a connected graph and } \mu_1, \ldots, \mu_k \text{ are contained in the image of the vertex set.} \]

If for some \( \pi \in \Pi(P(\mathcal{X}), P(\mathcal{Y})) \) with marginals \( \mu \in P(\mathcal{X}), \nu \in P(\mathcal{Y}) \) there exists a measurable map \( T : \mathcal{X} \to \mathcal{Y} \) such that \( \pi = (\text{id}, T)_\# \mu \), then \( \pi \) is said to be deterministic, and \( T \) is called the transport map. The classical Monge problem is to look for an optimal deterministic transference plan. We may thus consider the following two problems as well:

**Definition 2.4.3.** The parameterized Monge-Steiner problem for a graph \( G \), a metric space \( \mathcal{X} \), \( \alpha > 0 \) and a cost function \( c \) is defined as follows: given \( k \) vertices \( v_1, \ldots, v_k \in G \) and \( k \) probability measures \( \mu_1, \ldots, \mu_k \in \mathcal{P} \subset P(\mathcal{X}) \), find a network of minimal \( \alpha \)-optimal cost in the set of all networks in \( \mathcal{P} \) with parametric graph \( G \) that send \( v_i \) to \( \mu_i \) for \( 1 \leq i \leq k \), and each \( \alpha \)-optimal cost is achieved by a deterministic transference plan.

**Definition 2.4.4.** The general Monge-Steiner problem for a metric space \( \mathcal{X} \), \( \alpha > 0 \) and a cost function \( c \) is defined as follows: given \( k \) probability measures \( \mu_1, \ldots, \mu_k \in \mathcal{P} \subset P(\mathcal{X}) \), find a network of minimal \( \alpha \)-optimal cost in the set of all networks \( \phi : G \to \mathcal{P} \) such that \( G \) is a connected graph and \( \mu_1, \ldots, \mu_k \) are contained in the image of the vertex set, and each \( \alpha \)-optimal cost is achieved by a deterministic transference plan.

Solvability of the Monge problem holds far less generally than solvability of the Monge-Kantorovich problem. For example, a transport map can only send a Dirac mass to another Dirac mass. We will therefore see the strongest results for the Monge-Kantorovich-Steiner problems and the classical Steiner problems.
Chapter 3

Existence of solutions

In this chapter, we investigate the existence of solutions to Monge-Kantorovich-Steiner and Monge-Steiner problems, culminating in the proof of our Main Theorem. The outline of the argument is as follows:

1. First, we show existence of solutions assuming $\mathcal{X}$ is compact.

2. We then show how appropriate geometric conditions on $\mathcal{X}$, mainly a suitable class of contraction self-mappings, allow us to generalize from the previous case to noncompact $\mathcal{X}$ with boundary data of compact support.

3. Finally, we consider a specific approximation of arbitrary boundary data by boundary data of compact support and prove existence in the general case.

3.1 The direct method of minimization

In the existence proof for a solution of the classical Steiner problem on $\mathbb{R}^n$, one shows that any minimizing sequence must eventually remain in a bounded set and applies a compactness argument. Unfortunately, bounded sets are not necessarily precompact in a probability space $P(\mathcal{X})$ endowed with a reasonable metric. We must therefore
use another criterion for precompactness, which is given by the following:

**Theorem 3.1.1 (Prokhorov’s Theorem [Pro56]).** If $\mathcal{X}$ is a Polish space, then a set $\mathcal{P} \subset P(\mathcal{X})$ is precompact for the weak topology if and only if it is tight, i.e. for any $\varepsilon \geq 0$ there exists a compact set $K_\varepsilon \subset \mathcal{X}$ such that $\mu(\mathcal{X} \setminus K_\varepsilon) \leq \varepsilon$ if $\mu \in \mathcal{P}$.

We now show that the direct method works if a tightness bound is assumed.

**Proposition 3.1.2 (cf. Theorem 2.3.2).** Let $\mathcal{X}$ be a Polish space, and suppose $\alpha > 0$ and $c : \mathcal{X} \times \mathcal{X} \to [0, +\infty]$ is a lower semicontinuous cost function. Fix boundary points $\mu_1, \ldots, \mu_k \in P(\mathcal{X})$ and let $\lambda_1^1, \lambda_1^2, \ldots, \lambda_k^{k+1} \in [0, \infty)$ be fixed edge coefficients. Let $\Phi : (P(\mathcal{X})^l) \rightarrow \mathbb{R}$ be the Monge-Kantorovich-Steiner functional

$$
\Phi(\mu_{k+1}, \ldots, \mu_{k+l}) = \sum_{i,j=1}^{k+l} \lambda_{i,j} \left[ \inf_{\pi \in \Pi(\{\mu_i\}, \{\mu_j\})} \int_{\mathcal{X} \times \mathcal{X}} c(x, y) d\pi(x, y) \right]^{\alpha}.
$$

If $\mathcal{P} \subset P(\mathcal{X})$ is tight, then there exist $\nu_1, \ldots, \nu_l \in \overline{\mathcal{P}}$ such that

$$\Phi(\nu_1, \ldots, \nu_l) = \inf_{\mathcal{P}^l} \Phi.$$

**Proof.** Define $F : [\Pi(P(\mathcal{X}), P(\mathcal{X}))]^{(k+l)^2} \rightarrow \mathbb{R}$ by

$$F(\pi_{1,1}, \ldots, \pi_{k+l,k+l}) = \sum_{i,j=1}^{k+l} \lambda_{i,j} \left[ \int_{\mathcal{X} \times \mathcal{X}} c(x, y) d\pi_{i,j}(x, y) \right]^{\alpha},$$

and note that

$$\inf_{\mathcal{P}^l} \Phi = \inf_{\mathcal{Q}} F$$

where $\mathcal{Q} \subset [\Pi(P(\mathcal{X}), P(\mathcal{X}))]^{(k+l)^2}$ is the set of $(k + l)^2$-tuples of transference plans with marginals matching fixed points $\mu_1, \ldots, \mu_k$ where appropriate, with marginals in $\mathcal{P}$ otherwise and with internally consistent marginals. Since $\mathcal{X}$ is Polish, each set $\{\mu_i\}$ is tight. Also, $\mathcal{P}$ is tight by assumption. Thus $\mathcal{P}, \{\mu_1\}, \ldots, \{\mu_k\}$ is a finite
collection of precompact sets by Prokhorov’s Theorem and $\mathcal{P}' = \mathcal{P} \cup \{\mu_1, \ldots, \mu_k\}$ is precompact and tight. $\mathcal{Q} \subset [\Pi(\mathcal{P}', \mathcal{P}')]^{(k+l)^2}$ by construction. $\Pi(\mathcal{P}', \mathcal{P}')$ is tight, hence precompact, by the following lemma:

**Lemma 3.1.3** (Lemma 4.4 of [Vil09]). Let $\mathcal{X}$ and $\mathcal{Y}$ be two Polish spaces. Let $\mathcal{P} \subset P(\mathcal{X})$ and $\mathcal{Q} \subset P(\mathcal{Y})$ be tight subsets. Then the set $\Pi(\mathcal{P}, \mathcal{Q})$ of all transference plans whose marginals lie in $\mathcal{P}$ and $\mathcal{Q}$ respectively, is itself tight in $P(\mathcal{X} \times \mathcal{Y})$.

Let $\{\pi_{i,j}^n\} \subset \mathcal{Q}$ be an $F$-minimizing sequence. Since $\{\pi_{1,1}^n\} \subset \Pi(\mathcal{P}', \mathcal{P}')$, by taking a subsequence we may assume $\pi_{1,1}^n$ converges weakly to some $\pi_{1,1} \in \Pi(\mathcal{P}', \mathcal{P}')$. Taking a subsequence $(k+l)^2 - 1$ more times, we may even assume that for all $i,j$, $\pi_{i,j}^n$ converges weakly to some $\pi_{i,j} \in \Pi(\mathcal{P}', \mathcal{P}')$. $\mathcal{Q}$ is clearly closed, so $(\pi_{1,1}, \ldots, \pi_{k+l,k+l}) \in \mathcal{Q}$. We cite another lemma to show that $(\pi_{1,1}, \ldots, \pi_{k+l,k+l})$ is an $F$-minimizer.

**Lemma 3.1.4** (Lemma 4.3 of [Vil09]). Let $\mathcal{X}$ and $\mathcal{Y}$ be two Polish spaces, and $c : \mathcal{X} \times \mathcal{Y} \to \mathbb{R} \cup \{+\infty\}$ a lower semicontinuous cost function. Let $h : \mathcal{X} \times \mathcal{Y} \to \mathbb{R} \cup \{-\infty\}$ be an upper semicontinuous function such that $c \geq h$. Let $(\pi_k)_{k \in \mathbb{N}}$ be a sequence in $P(\mathcal{X} \times \mathcal{Y})$, converging weakly to some $\pi \in P(\mathcal{X} \times \mathcal{Y})$, in such a way that $h \in L^1(\pi_k), h \in L^1(\pi)$, and

$$\int_{\mathcal{X} \times \mathcal{Y}} h \, d\pi_k \to \int_{\mathcal{X} \times \mathcal{Y}} h \, d\pi.$$ 

Then

$$\int_{\mathcal{X} \times \mathcal{Y}} c \, d\pi \leq \liminf_{k \to \infty} \int_{\mathcal{X} \times \mathcal{Y}} c \, d\pi_k.$$ 

In particular, if $c \geq 0$, then $F : \pi \to \int c \pi$ is lower semicontinuous on $P(\mathcal{X} \times \mathcal{Y})$, equipped with the topology of weak convergence.

Applying Lemma 3.1.4 for $h \equiv 0$,

$$\inf_{\mathcal{Q}} F \leq F(\pi_{1,1}, \ldots, \pi_{k+l,k+l}) \leq \liminf_{n \to \infty} F(\pi_{1,1}^n, \ldots, \pi_{k+l,k+l}^n) = \inf_{\mathcal{Q}} F.$$
and \((\pi_1, \ldots, \pi_{k+l,k+l})\) is \(F\)-minimizing. Taking marginals of \((\pi_1, \ldots, \pi_{k+l,k+l})\) yields the desired \(\Phi\)-minimizer.

\[3.2 \quad \text{Nonpositive curvature and tightness}\]

Proposition 3.1.2 shows that the direct method for solving the Monge-Kantorovich-Steiner problem works as long as one has an a priori tightness estimate. We will now see how the geometry of the base space can provide this tightness estimate. In order to assure that the Monge-Kantorovich-Steiner problem is aware of our geometric assumptions, we will assume that the cost function is based on the distance function.

**Lemma 3.2.1.** Let \(\mathcal{X}\) be a separable Hadamard space, \(\alpha > 0\) and \(c : \mathcal{X} \times \mathcal{X} \to [0, +\infty]\) a lower semicontinuous cost function of the form \(c = \varphi \circ d\) where \(\varphi\) is a monotone non-decreasing function and \(d\) is the distance in \(\mathcal{X}\). Let \(\mu_1, \ldots, \mu_k \in \mathcal{P}(\mathcal{X})\) be fixed boundary points and let \(\lambda^{1,1}, \lambda^{1,2}, \ldots, \lambda^{k+l,k+l} \in [0, \infty)\) be fixed edge coefficients. Suppose that \(\mu_1, \ldots, \mu_k\) all have compact support. Let \(\Phi : (\mathcal{P}(\mathcal{X}))^l \to \mathbb{R}\) be the Monge-Kantorovich-Steiner functional

\[
\Phi(\mu_{k+1}, \ldots, \mu_{k+l}) = \sum_{i,j=1}^{k+l} \lambda^{i,j} \left[ \inf_{\pi \in \Pi(\{\mu_i\}, \{\mu_j\})} \int_{\mathcal{X} \times \mathcal{X}} c(x, y) \, d\pi(x, y) \right]^\alpha.
\]

Then there exist \(\nu_1, \ldots, \nu_l \in \mathcal{P}(\mathcal{X})\) (with compact support) such that

\[
\Phi(\nu_1, \ldots, \nu_l) = \inf_{(\mathcal{P}(\mathcal{X}))^l} \Phi.
\]

**Proof.** Let \(K\) be a large enough compact set so that \(\mu_1, \ldots, \mu_k \in \mathcal{P}(K)\). Since \(\mathcal{X}\) is locally convex, \(H = \text{co}(K)\) is compact [AT04].

As shown in Proposition II.2.4 in [BH99], there exists a unique orthogonal projection \(\text{proj}_H : \mathcal{X} \to H\) which is a distance non-increasing retraction of \(\mathcal{X}\) onto \(H\). So
given \( \pi \in \Pi(\{\mu_i\}, P(\mathcal{X})) \), we have \((\text{proj}_H \times \text{proj}_H)\# \pi \in \Pi(\{\mu_i\}, P(H))\) and

\[
\int_{\mathcal{X} \times \mathcal{X}} c(x, y) d(\text{proj}_H \times \text{proj}_H)\# \pi(x, y) \leq \int_{\mathcal{X} \times \mathcal{X}} c(x, y) d\pi(x, y).
\]

Thus \(\inf_{(P(\mathcal{X}))^l} \Phi = \inf_{(P(H))^l} \Phi\).

Since \(H\) is compact, choosing \(K_\varepsilon = H\) yields that \(P(H)\) is tight. \(P(H)\) is also closed, so Proposition 3.1.2 implies that there exists \(\nu_1, \ldots, \nu_l \in P(H)\) such that

\[
\Phi(\nu_1, \ldots, \nu_l) = \inf_{(P(\mathcal{X}))^l} \Phi = \inf_{(P(H))^l} \Phi.
\]

\[\square\]

**Theorem 3.2.2.** If \(\mathcal{X}\) is a separable Hadamard space or a compact space, then the parameterized Monge-Kantorovich-Steiner problems are solvable for compactly supported boundary data with a lower semicontinuous cost function \(c : \mathcal{X} \times \mathcal{X} \rightarrow [0, +\infty]\) of the form \(c = \varphi \circ d\) where \(\varphi\) is a monotone non-decreasing function and \(d\) is the distance in \(\mathcal{X}\).

If \(c = d^p\) and \(\alpha = 1/p\) for some \(p \in [1, \infty)\), then the general Monge-Kantorovich-Steiner problem is solvable as well.

Furthermore, the minimizing configuration in \(P(\mathcal{X})\) produced in both cases consists of measures with compact support.

**Proof.** For the parameterized problem with graph \(G\), label the boundary vertices as \(v_1, \ldots, v_k\) and the remaining vertices as \(v_{k+1}, \ldots, v_{k+l}\). Let \(\lambda^{i,j}\) be \(1/2\) if \(v_i\) and \(v_j\) are connected by an edge in \(G\) and \(0\) otherwise. Proposition 3.1.2 or Lemma 3.2.1 then provides the solution.

For the general problem, we follow the classical argument (see [IT94]). Let \(\mathcal{K}\) be the set of finite connected graphs \(G\) with \(k\) distinguished boundary vertices, let \(\Phi_G\) denote the corresponding Monge-Kantorovich-Steiner functional for each \(G \in \mathcal{K}\). We
wish to achieve
\[ \inf_{G \in \mathcal{K}} \inf \Phi_G = \inf_{G \in \mathcal{K}} \Phi_G(\nu_1^G, \ldots, \nu_{|G| - k}^G), \]
where \((\nu_1^G, \ldots, \nu_{|G| - k}^G) \in (P(\mathcal{X}))^{|G| - k}\) is the solution of the parameterized problem. (Here \(|G|\) denotes the number of vertices of \(G\).)

Let \(\mathcal{K}'\) be the subset of \(\mathcal{K}\) consisting of trees, and let \(\mathcal{K}''\) be the subset of \(\mathcal{K}'\) where all vertices not in the distinguished boundary set have degree at least three. Since \(\mathcal{K}''\) is a finite set, the infimum over \(\mathcal{K}''\) is trivially achieved. It remains to show that
\[ \inf_{G \in \mathcal{K}} \inf \Phi_G = \inf_{G \in \mathcal{K}'} \inf \Phi_G = \inf_{G \in \mathcal{K}''} \inf \Phi_G. \]

For any \(G \in \mathcal{K}\) and any \((\nu_1, \ldots, \nu_{|G| - k}) \in (P(\mathcal{X}))^{|G| - k}\), we may take a tree \(G' \in \mathcal{K}'\) such that \(G'\) is a subgraph of \(G\) and \(\Phi_{G'}(\nu_1, \ldots, \nu_{|G| - k}) \leq \Phi_G(\nu_1, \ldots, \nu_{|G| - k})\) since
\[ \lambda^{i,j} W_p(\mu_i, \mu_j) \]
is always non-negative and we are only possibly setting some of the \(\lambda^{i,j}\) to zero. So
\[ \inf_{G \in \mathcal{K}} \inf \Phi_G = \inf_{G \in \mathcal{K}'} \inf \Phi_G. \]

Similarly, for any \(G' \in \mathcal{K}'\), removing interior vertices of degree one will keep us in \(\mathcal{K}'\) and will not increase \(\Phi_{G'}(\nu_1, \ldots, \nu_{|G| - k})\). We may also replace any interior vertex of degree two by an edge between its neighbors to obtain a graph \(G'' \in \mathcal{K}''\). It follows from the triangle inequality for Wasserstein distances that \(\Phi_{G''}(\nu_1, \ldots, \nu_{|G| - k}) \leq \Phi_{G'}(\nu_1, \ldots, \nu_{|G| - k})\). Thus
\[ \inf_{G \in \mathcal{K}} \inf \Phi_G = \min_{G \in \mathcal{K}''} \Phi_G(\nu_1^G, \ldots, \nu_{|G| - k}^G). \]

The compactness of supports also follows from Lemma 3.2.1. \qed
We note that in the $c = d^2$ and $\alpha = 1/2$ case, if $X$ is a Riemannian manifold, $G$ is a star and the boundary data is absolutely continuous, the optimal couplings given by Theorem 2.3.2 may be taken to be deterministic, i.e. the Monge problem is solvable (Theorem 10.40 of [Vil09]). Thus Theorem 3.2.2 gives:

**Corollary 3.2.3.** If $M$ is a Riemannian manifold, $M$ is compact or has non-positive sectional curvature, $G$ is a star, $c = d^2$, $\alpha = 1/2$ and each fixed boundary point $\mu_i$ is compactly supported and absolutely continuous with respect to the volume measure of $M$, then the parameterized Monge-Steiner problem is solvable.

We may say quite a bit more for the classical Steiner problem.

**Corollary 3.2.4.** If $X$ is a compact space and $p > 1$, then the parameterized and general Steiner problems are solvable for arbitrary boundary data on $(P_p(X), W_p)$. If $X$ is a separable locally compact Hadamard space and $p > 1$, then the parameterized and general Steiner problems are solvable for compactly supported boundary data on $(P_p(X), W_p)$.

*Proof.* In either case, we have Monge-Kantorovich-Steiner solutions for the cost function $d_p$ with $\alpha = 1/p$. The associated cost functional is $W_p$, which metrizes $P_p(X)$ as a geodesic space. Thus the adjacent measures may be joined by geodesics, forming a minimal network.  

Note that the geodesics in the Steiner network may be assumed to stay in the set $P_2(H)$ of measures of compact support, as can be seen by considering the geodesic problem as a parametric Steiner problem.

The curvature assumption on $X$ was only used above to control properties of convex hulls. In particular, the arguments carry through for any complete separable length space $X$ satisfying:

1. If $K \subset X$ is compact, then $\text{co}(K)$ is compact.
2. There exists a compact set \( K_0 \subset X \) such that if \( K \subset M \) is a compact set with \( K_0 \subset K \), then there exists a distance non-increasing retraction \( \text{proj}_H : X \to H \) where \( H \) is compact and \( K \subset H \).

As mentioned above, condition 1 holds for any complete metric space which is locally convex, thus condition 1 holds for Riemannian manifolds (by the existence of strongly convex neighborhoods [dC92]) and for Alexandrov spaces of curvature bounded above (Proposition II.1.4 of [BH99]). If \( X = S \times N \) where \( X \) has the product metric, \( S \) is compact and \( N \) is a Hadamard space, then it is easy to show that condition 2 holds for \( K_0 = \emptyset \) and \( H = S \times \overline{\text{co}(\text{proj}_N K)} \) by setting

\[
\text{proj}_H = \text{id} \times \text{proj}_{\overline{\text{co}(\text{proj}_N K)}},
\]

where the second component function is the orthogonal projection in \( \mathcal{N} \). We therefore have:

**Proposition 3.2.5.** If \( X = S \times N \) where \( X \) is a complete, separable, locally convex length space endowed with the product metric, \( S \) is compact, \( N \) is a Hadamard space and \( p > 1 \), then both the parameterized and general versions of the Steiner problem are solvable in \((P_p(X), W_p)\) for arbitrary boundary data of compact support.

As a particular case, the hypothesis of Proposition 3.2.5 is satisfied for any Riemannian manifold \( M \) which splits isometrically as \( M = S \times \mathbb{R}^n \) with \( S \) compact. One may think of this condition as being able to apply Toponogov’s splitting theorem [Top64] enough times.

### 3.3 Proof of the Main Theorem

We also assumed compact support for the boundary data in order to say that the supports of the minimizing sequence could be assumed to be compact. For general
boundary data $\mu_1, \ldots, \mu_k$, one only has tightness of the set $\{\mu_1, \ldots, \mu_k\}$. We will thus approximate the solution for boundary data $\mu_1, \ldots, \mu_k$ by a sequence of solutions for compact boundary data $\mu_1^n, \ldots, \mu_k^n$ and show that the approximate solutions converge to a solution of the original problem.

**Theorem 3.3.1.** Suppose $\mathcal{X} = S \times \mathcal{N}$ where $\mathcal{X}$ is a complete, separable, locally compact, locally convex length space endowed with the product metric, $S$ is compact, $\mathcal{N}$ is a Hadamard space and $p > 1$. Then the parameterized and general versions of the Monge-Kantorovich-Steiner problem and the Steiner problem are solvable in $(P_p(\mathcal{X}), W_p)$ for arbitrary boundary data. (For $p = 1$, the Monge-Kantorovich-Steiner problems are solvable.)

**Proof.** First consider the $G$-parameterized problem where each vertex of $G$ is adjacent to the boundary. Let $\mu_1, \ldots, \mu_k \in P_p(\mathcal{X})$ denote the boundary data and let $\Phi : (P_p(\mathcal{X}))^l \to \mathbb{R}$ be the Monge-Kantorovich-Steiner functional. Since $\{\mu_1, \ldots, \mu_k\}$ is tight, we may choose $r_n > 0$ such that $\mu_i(\mathcal{X} \setminus B_{r_n}) \leq 1/n$ for all $i, n$, where $B_{r_n}$ is the intrinsic closed ball of radius $r_n$ about some fixed base point $x_0$. In particular, $\mu_i(B_{r_n}) \geq (n-1)/n$. $B_{r_n}$ is compact since $\mathcal{X}$ is complete and locally compact. Define the cutoff measures

$$
\mu^n_i = \frac{\mu_i|_{B_{r_n}}}{\mu_i|_{B_{r_n}}(\mathcal{X})} = \frac{\mu_i|_{B_{r_n}}}{\mu_i(B_{r_n})}.
$$

Note that for $m \geq 2$, we have the tightness estimate

$$
\mu^m_i(\mathcal{X} \setminus B_{r_n}) = \frac{\mu_i|_{B_{r_m}}(\mathcal{X} \setminus B_{r_n})}{\mu_i(B_{r_m})} \leq \frac{\mu_i(\mathcal{X} \setminus B_{r_n})}{\mu_i(B_{r_m})} \leq \frac{m - 1}{n} \leq \frac{2}{n}.
$$

By Theorem 6.9 in [Vil09], a sequence $\mu^m$ converges to $\mu$ in the $W_p$ metric if and only if $\mu^m \to \mu$ weakly and

$$
\lim_{m \to \infty} \sup \int d^p(x, x_0) d\mu^m(x) \leq \int d^p(x, x_0) d\mu(x).
$$
Thus the weak convergence of $\mu^m_i$ to $\mu_i$ and the bound
\[
\int d^p(x, x_0) d\mu^m_i(x) = W_p(\mu^m_i, \delta_{x_0}) \leq W_p(\mu_i, \delta_{x_0}) = \int d^p(x, x_0) d\mu_i(x)
\]
imply that $\mu^m_i \to \mu_i$ in $W_p$.

Let $\Phi^m$ denote the Monge-Kantorovich-Steiner functional for the boundary data $\mu^m_1, \ldots, \mu^m_k$. Since
\[
b := \Phi(\delta_{x_0}, \ldots, \delta_{x_0}) \geq \Phi^m(\delta_{x_0}, \ldots, \delta_{x_0}),
\]
b gives an upper bound on the infima for $\Phi$ and $\Phi^m$.

Let $\nu^m_1, \ldots, \nu^m_l$ solve the $G$-parameterized problem for the compact boundary data $\mu^m_1, \ldots, \mu^m_k$. We now show that $\{\nu^m_1, \ldots, \nu^m_l\}$ is tight. Let
\[
\psi(n) = (b + 1) \left(\frac{n}{2}\right)^{1/p} + 2r_n.
\]
Suppose that there exists a pair $(j, m)$ such that for some $n$
\[
\nu^m_j(\mathcal{X} \setminus B_{\psi(n)}) > \frac{4}{n}.
\]
Choose $i$ such that $\nu^m_j$ and $\mu^m_i$ are $G$-adjacent. Since $\mu^m_i(\mathcal{X} \setminus B_{r_n}) < 2/n$, transporting from $\nu^m_j$ to $\mu^m_i$ must move at least $2/n$ of the mass from outside $B_{\psi(n)}$ to inside $B_{r_n}$. More precisely, if $\pi \in \Pi(\{\nu^m_j\}, \{\mu^m_i\})$ then
\[
\pi((\mathcal{X} \setminus B_{\psi(n)}) \times B_{r_n}) + \pi((\mathcal{X} \setminus B_{\psi(n)}) \times (\mathcal{X} \setminus B_{r_n})) = \nu^m_j(\mathcal{X} \setminus B_{\psi(n)}) > \frac{4}{n},
\]
and similarly
\[
\pi((\mathcal{X} \setminus B_{\psi(n)}) \times B_{r_n}) + \pi(B_{\psi(n)} \times B_{r_n}) = 1 - \mu^m_i(\mathcal{X} \setminus B_{\psi(n)}) > 1 - \frac{2}{n}.
\]
Adding inequalities we find

\[ 1 + \frac{2}{n} < 2\pi((\mathcal{X} \setminus B_{\psi(n)}) \times B_{r_n}) + \pi(B_{\psi(n)} \times B_{r_n}) \]
\[ + \pi((\mathcal{X} \setminus B_{\psi(n)}) \times (\mathcal{X} \setminus B_{r_n})) \]
\[ \leq 2\pi((\mathcal{X} \setminus B_{\psi(n)}) \times B_{r_n}) + \pi(B_{\psi(n)} \times B_{r_n}) \]
\[ + \pi((\mathcal{X} \setminus B_{\psi(n)}) \times (\mathcal{X} \setminus B_{r_n})) + \pi(B_{\psi(n)} \times (\mathcal{X} \setminus B_{r_n})) \]
\[ = \pi((\mathcal{X} \setminus B_{\psi(n)}) \times B_{r_n}) + \pi(\mathcal{X} \times \mathcal{X}) \]
\[ = \pi((\mathcal{X} \setminus B_{\psi(n)}) \times B_{r_n}) + 1 \]

since \( \pi(\mathcal{X} \times \mathcal{X}) = 1 \), and therefore \( \pi((\mathcal{X} \setminus B_{\psi(n)}) \times B_{r_n}) > 2/n \). Thus

\[
\int_{\mathcal{X} \times \mathcal{X}} d^p(x, y) d\pi(x, y) \geq \int_{(\mathcal{X} \setminus B_{\psi(n)}) \times B_{r_n}} d^p(x, y) d\pi(x, y) \\
\geq \int_{(\mathcal{X} \setminus B_{\psi(n)}) \times B_{r_n}} (\psi(n) - r_n)^p d\pi(x, y) \\
= (\psi(n) - r_n)^p \pi((\mathcal{X} \setminus B_{\psi(n)}) \times B_{r_n}) \\
> \frac{2}{n}(\psi(n) - r_n)^p,
\]

and we see that

\[ W_p(\nu_j^m, \mu_i^m) \geq \left( \frac{2}{n} \right)^{1/p} (\psi(n) - r_n) \geq b + 1. \]

In particular,

\[ \Phi^m(\nu_1^m, \ldots, \nu_l^m) > b, \]

which contradicts the minimality of \( \Phi^m \) at \( (\nu_1^m, \ldots, \nu_l^m) \). Therefore

\[ \nu_j^m(\mathcal{X} \setminus B_{\psi(n)}) \geq \frac{4}{n} \]

and \( \{\nu_1^m, \ldots, \nu_l^m\} \) is tight.

For general graphs \( G \), we may inductively show tightness of \( \{\nu_1^m, \ldots, \nu_l^m\} \) for
vertices $k + 1$ edges away from the boundary by assuming tightness of such sequences for vertices $k$ edges away from the boundary by the above argument. Since $G$ is a finite graph, we cover all vertices in a finite number of iterations of the argument.

Taking subsequences, we may assume that for all $j$, $\nu_j^m \rightarrow \nu_j$ weakly. Since $\mu_i^m \rightarrow \mu_i$ weakly as well, we may use Lemma 3.1.3 to take subsequences and assume for all $i, j$ that the optimal transference plans $\pi^m_{i,j}$ converge weakly to some $\hat{\pi}_{i,j}$ with the appropriate marginals.

Let $\varepsilon > 0$. Since $\mu_i^m \rightarrow \mu_i$ in $W_p$ for all $i$, $\exists M$ such that $\forall m \geq M$,

$$\|\Phi^m - \Phi\|_{L^\infty((P_p(\mathcal{X}))^l)} \leq \varepsilon.$$ 

In particular,

$$\left| \inf_{(P_p(\mathcal{X}))^l} \Phi^m - \inf_{(P_p(\mathcal{X}))^l} \Phi \right| \leq \varepsilon.$$ 

As in the proof of Proposition 3.1.2, consider $F : \Pi(P_p(\mathcal{X}), P_p(\mathcal{X}))^{(k+l)^2} \rightarrow \mathbb{R}$ defined by

$$F(\pi_{1,1}, \ldots, \pi_{k+l,k+l}) = \sum_{i,j=1}^{k+l} \lambda^{i,j} \left[ \int_{\mathcal{X} \times \mathcal{X}} d^p(x, y) d\pi_{i,j}(x, y) \right]^{(1/p)},$$

where again $\lambda^{i,j} = 1/2$ for edges of $G$ and $\lambda^{i,j} = 0$ otherwise. By construction,

$$F(\pi^m_{1,1}, \ldots, \pi^m_{k+l,k+l}) = \Phi^m(\nu^m_1, \ldots, \nu^m_l) = \inf_{(P_p(\mathcal{X}))^l} \Phi^m.$$ 

By Lemma 3.1.4, $F$ is lower semicontinuous and

$$F(\hat{\pi}_{1,1}, \ldots, \hat{\pi}_{k+l,k+l}) \leq \liminf_{m \rightarrow \infty} F(\pi^m_{1,1}, \ldots, \pi^m_{k+l,k+l})$$

$$= \liminf_{m \rightarrow \infty} \inf_{(P_p(\mathcal{X}))^l} \Phi^m$$

$$\leq \left( \inf_{(P_p(\mathcal{X}))^l} \Phi \right) + \varepsilon.$$ 
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Sending \( \varepsilon \to 0 \),

\[
F(\hat{\pi}_{1,1}, \ldots, \hat{\pi}_{k+l,k+l}) = \inf_{(P_p(X))^l} \Phi,
\]

so the \( \hat{\pi}_{i,j} \) are in fact optimal transference plans and

\[
\Phi(\nu_1, \ldots, \nu_l) = F(\hat{\pi}_{1,1}, \ldots, \hat{\pi}_{k+l,k+l}) = \inf_{(P_p(X))^l} \Phi.
\]

The solution of the general problem follows as in the proof of Theorem 3.2.2.
Chapter 4

Investigations of further structure

We conclude by discussing how further specialization of our problem allows us to recover portions of the classical theory of the Steiner problem for the plane. We begin by partially generalizing the degree bound on vertices in a Steiner minimal tree from $\mathbb{R}^n$ to $(P_2(M), W_2)$, where $M$ is a Riemannian manifold with isometric splitting $M = S \times \mathbb{R}^n$ where $S$ is compact with nonnegative sectional curvature. After a brief motivating excursion into questions of upper curvature bounds for $(P_2(X), W_2)$, we then consider the special case of Steiner problems in $(P_2(\mathbb{R}^d), W_2)$ with Gaussian boundary data.

4.1 Structure of Steiner trees in $(P_2(M), W_2)$

We now restrict our attention to the general Steiner problem on $(P_2(M), W_2)$ and investigate how the geometry of $M$ can force structure on the parametric graph of a solution.

The following results of Lott and Villani will allow us to work geometrically on our space of probabilities.

**Theorem 4.1.1** (Theorem A.8 of [LV09]). *Suppose $M$ is a compact Riemannian...*
manifold with nonnegative sectional curvature. Then for all $\mu_0, \ldots, \mu_3 \in P_2(M)$, in the $W_2$ metric
\[
\tilde{\angle}\mu_1 \mu_0 \mu_2 + \tilde{\angle}\mu_2 \mu_0 \mu_3 + \tilde{\angle}\mu_3 \mu_0 \mu_1 \leq 2\pi.
\]
In particular, $(P_2(M), W_2)$ has nonnegative Alexandrov curvature.

By passing to limits in the inequality, we obtain
\[
\angle(\gamma_1, \gamma_2) + \angle(\gamma_2, \gamma_3) + \angle(\gamma_3, \gamma_1) \leq 2\pi
\]
for geodesics $\gamma_i$ starting at $\mu_0$.

**Theorem 4.1.2** (Proposition A.33 of [LV09]). Suppose $M$ is a compact Riemannian manifold with nonnegative sectional curvature. Then for each absolutely continuous measure $\mu \in P_2(M)$, the tangent cone $K_\mu$ of $(P_2(M), W_2)$ at $\mu$ is a Hilbert space, under the inner product generated by angles of geodesics in the space of directions.

We also recall a first variation formula for Alexandrov spaces.

**Lemma 4.1.3** (Corollary 4.5.7 of [BBI01]). Let $\mathcal{Y}$ be a complete, locally compact length space of nonnegative Alexandrov curvature, $p \in \mathcal{Y}$ and $\gamma : [0, \varepsilon) \to \mathcal{Y}$ a unit-speed shortest path. Let $l(t) = d(p, \gamma(t))$. Then
\[
\lim_{t \to 0^+} \frac{l(t_i) - l(0)}{t_i} = \min_{\sigma_0} \left[ - \cos(\angle \sigma_0 \gamma) \right],
\]
where the minimum is taken over all shortest paths from $\gamma(0)$ to $p$. (In particular, the limit exists and the minimum is achieved.)

We now assume $M = S \times \mathbb{R}^n$ where $S$ is compact with nonnegative sectional curvature, and $\mu_1, \ldots, \mu_k \in P_2(M)$ have compact support. By Proposition 3.2.5, there is a general Steiner solution, which by the proof of Theorem 3.2.2, may be
represented by a network $\Gamma$ whose parametric graph $G$ is a tree and all interior vertices have degree at least three. This is known as the canonical representative. We will now show that if an interior vertex does not have degree three, then the corresponding measure is not absolutely continuous.

First, note that for some compact $K \subset M$ containing the supports of $\mu_1, \ldots, \mu_k$, we have that $\Gamma(G) \subset P_2(H)$ for $H = S \times \overline{\text{co}(\text{proj}_N K)}$ as above. $\Gamma$ is thus trivially a Steiner solution for the restrained general Steiner problem on $P_2(H)$, where we can apply Theorems 4.1.1 and 4.1.2 and Lemma 4.1.3.

By Theorem 4.1.1, it suffices to show that the angle between any pair of adjacent geodesics $\gamma_1, \gamma_2$ connected at an absolutely continuous $\mu_0 \in P_2(H)$ is at least $2\pi/3$. Suppose that

$$\angle \gamma_1 \mu_0 \gamma_2 < 2\pi/3.$$ 

Let $e_1, e_2$ be the edges corresponding to $\gamma_1, \gamma_2$, and let $v$ be the vertex corresponding to $\mu_0$. Split the vertex $v$ into $v_1, v_2$ and create a new graph $G'$ where $v_1$ is incident to exactly $e_1, e_2$ and a new edge $e$, and $v_2$ is incident to $e$ and the remaining edges originally incident to $v$. There is an obvious graph homomorphism $h : G' \to G$ identifying $v_1$ and $v_2$. Let $\Gamma' : G' \to P_2(H)$ denote the network $\Gamma \circ h$. $\Gamma'$ is clearly a (non-canonical) Steiner network, so it is a global and local minimizer for length.

Let $N_1, N_2$ be the unit vector representatives of $\gamma_1, \gamma_2$ in the tangent cone $K_{\mu_0}$ at $\mu_0$. Since $K_{\mu_0}$ is an inner product space, there is a (unit-speed) geodesic $\eta : [0, \varepsilon) \to P_2(H)$ with $\eta(0) = \mu_0$ such that the angle between $\eta$ and $N_1 + N_2$ is arbitrarily small. Let $N$ be the unit vector representative of $\eta$ and let $l(t)$ be the length of the network $\Gamma_t'$ given by shifting $v_1$ to $\eta(t)$. By minimality of $\Gamma'$,

$$\lim_{t \to 0^+} \frac{l(t_i) - l(0)}{t_i} \geq 0.$$ 

The edge $e$ maps to $\eta([0, t])$ and thus has length $t$. The only other lengths changed
are the images of $e_1, e_2$, so by Lemma 4.1.3,

$$0 \leq \lim_{t \to 0^+} \frac{l(t_i) - l(0)}{t_i} = 1 + \min_{\sigma_1} [-\cos(\angle \sigma_1 \eta)] + \min_{\sigma_2} [-\cos(\angle \sigma_2 \eta)]$$

$$\leq 1 - \cos(\angle N_1 \eta) - \cos(\angle N_2 \eta)$$

$$= 1 - \langle N_1, N \rangle - \langle N_2, N \rangle$$

$$= 1 - \langle N_1 + N_2, N \rangle$$

$$= 1 - \|N_1 + N_2\| \cos(\angle (N_1 + N_2), N) < 0,$$

since $\|N_1 + N_2\| > 1$ and $\cos(\angle (N_1 + N_2), N)$ is arbitrarily close to 1. This contradiction implies

$$\angle \gamma_1 \mu_0 \gamma_2 \geq \frac{2\pi}{3}.$$

Summarizing, we have

**Theorem 4.1.4.** Suppose $M$ is a Riemannian manifold with isometric splitting $M = S \times \mathbb{R}^n$ where $S$ is compact with nonnegative sectional curvature, and $\mu_1, \ldots, \mu_k \in P_2(M)$ have compact support. Then there is a Steiner solution in $(P_2(M), W_2)$ spanning $\mu_1, \ldots, \mu_k$. Furthermore, this solution has a canonical representative $\Gamma : G \to P_2(M)$ such that

1. $G$ is a tree.

2. Vertices in $G$ not mapped to $\mu_1, \ldots, \mu_k$ have degree at least three.

3. For any vertex $v$ in $G \setminus \Gamma^{-1}(\{\mu_1, \ldots, \mu_k\})$, if $\Gamma(v)$ is absolutely continuous with respect to the volume measure, then the degree of $v$ is three and all pairs of geodesics in $\Gamma(G)$ meeting at $\Gamma(v)$ do so with an angle of $2\pi/3$.

The method of proof for Theorem 4.1.4 also applies to Steiner trees in locally compact, finite dimensional, nonnegatively curved Alexandrov space; one must simply replace the notion of absolute continuity of a measure with the notion of being a
manifold point. This further illustrates the analogy between measures in $P_2(M) \setminus P_2^{ac}(M)$ and singular points in a finite dimensional Alexandrov space mentioned in [LV09].

One may see that the absolute continuity assumption for the vertex $v$ in Theorem 4.1.4 is only used to establish the existence of $\varepsilon$-almost midpoints in the tangent cone $K_v$. These $\varepsilon$-almost midpoints always exist for finite dimensional Alexandrov spaces of nonnegative curvature, however [Hal00] has an infinite dimensional counterexample.

### 4.2 Unboundedness of curvature

As nonpositive curvature provides useful convexity properties for making uniqueness arguments for minimizers, one might hope that $(P_2(M), W_2)$ has nonpositive curvature for some class of manifolds $M$. In particular, one might ask if $P_2(\mathbb{R}^n)$ is Alexandrov flat. For $n \geq 2$, this is shown to be false by the following example of [AGS05]:

Consider $\mathbb{R}^2 \subset \mathbb{R}^n$, and let $\mu_0 = \frac{1}{2}(\delta_{(1,1)} + \delta_{(5,3)})$, $\mu_1 = \frac{1}{2}(\delta_{(-1,1)} + \delta_{(-5,3)})$ and $\mu_2 = \frac{1}{2}(\delta_{(0,0)} + \delta_{(0,-4)})$. The (constant speed) $W_2$-geodesic between $\mu_0$ and $\mu_1$ is given by

$$
\mu_t = \frac{1}{2}(\delta_{(1-6t,1+2t)} + \delta_{(5-6t,3-2t)}), \quad \text{so} \quad \mu_{1/2} = \frac{1}{2}(\delta_{(-2,2)} + \delta_{(2,2)}).
$$

One may then compute

$$
W_2^2(\mu_0, \mu_1) = \frac{1}{2}((1 - (-6))^2 + (1 - 3)^2) + \frac{1}{2}((1 - 5)^2 + (1 - 3)^2) = 40,
$$
$$
W_2^2(\mu_0, \mu_2) = \frac{1}{2}((1 - 0)^2 + (1 - (-4))^2) + \frac{1}{2}((5 - 0)^2 + (3 - 0)^2) = 30,
$$
$$
W_2^2(\mu_1, \mu_2) = \frac{1}{2}((-1 - 0)^2 + (1 - (-4))^2) + \frac{1}{2}((-5 - 0)^2 + (3 - 0)^2) = 30,
$$
$$
W_2^2(\mu_{1/2}, \mu_2) = \frac{1}{2}((-2 - 0)^2 + (2 - 0)^2) + \frac{1}{2}((2 - 0)^2 + (2 - (-4))^2) = 24,
$$
$$
d^2(\tilde{\mu}_{1/2}, \tilde{\mu}_2) = (\sqrt{30})^2 - (\sqrt{40}/2)^2 = 20,
$$
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where \( \tilde{\mu}_{1/2}, \tilde{\mu}_2 \) are the corresponding points on the comparison triangle \( \Delta \tilde{\mu}_0 \tilde{\mu}_1 \tilde{\mu}_2 \) in \( \mathbb{R}^2 \). Since \( W_2(\mu_{1/2}, \mu_2) > d(\tilde{\mu}_{1/2}, \tilde{\mu}_2) \), \( (P_2(\mathbb{R}^d), W_2) \) cannot have nonpositive Alexandrov curvature.

We will now adapt the above example to show that the Alexandrov curvature of \( (P_2(M), W_2) \) is unbounded from above for any Riemannian manifold \( M \) of dimension at least two. To state this precisely, we must generalize our definition of Alexandrov space.

**Definition 4.2.1.** For \( \kappa \in \mathbb{R} \), the model space \( M^n_\kappa \) is defined as

- \( M^n_0 = \mathbb{R}^n \),
- if \( \kappa > 0 \), then \( M^n_\kappa \) is the \( n \)-dimensional sphere of sectional curvature \( \kappa \),
- if \( \kappa < 0 \), then \( M^n_\kappa \) is the \( n \)-dimensional hyperbolic space of sectional curvature \( \kappa \).

**Definition 4.2.2.** An Alexandrov space of curvature bounded above (below) by \( \kappa \in \mathbb{R} \) is a length space which can be covered by a family of open sets \( \{V_i\} \) such that for each \( V_i \):

1. There exists a shortest path in \( V_i \) connecting any two points in \( V_i \).

2. For any \( a, b, c \in V_i \) and any point \( d \) in the shortest path \( ac \), let \( \Delta \tilde{a}\tilde{b}\tilde{c} \) be the comparison triangle for \( \Delta abc \) in the model space \( M^n_\kappa \), i.e. \( |ab| = |\tilde{a}\tilde{b}|, |ac| = |\tilde{a}\tilde{c}| \) and \( |bc| = |\tilde{b}\tilde{c}| \), and let \( \tilde{d} \) be the point in \( \tilde{a}\tilde{c} \) such that \( |ad| = |\tilde{a}\tilde{d}| \). Then \( |bd| \) is less than (greater than) \( |\tilde{b}\tilde{d}| \). (Intuitively, \( \Delta abc \) is skinnier (fatter) than \( \Delta \tilde{a}\tilde{b}\tilde{c} \).)

This is consistent with our previous definitions.

Consider \( (P_2(\mathbb{R}^d), W_2) \) and \( \mu_0, \mu_1, \mu_2, \mu_{1/2} \) as above. It is easy to check that the triangle comparison condition varies continuously in \( \kappa \), so for some \( \varepsilon > 0 \), the Alexan-
drov curvature of \( (P_2(\mathbb{R}^d), W_2) \) is not bounded above by \( \varepsilon \). Now set for \( \lambda > 0 \)

\[
\begin{align*}
\mu_{0,\lambda} &= \frac{1}{2}(\delta_{(\lambda, \lambda)} + \delta_{(-5\lambda, 3\lambda)}), \\
\mu_{1,\lambda} &= \frac{1}{2}(\delta_{(-\lambda, \lambda)} + \delta_{(-5\lambda, 3\lambda)}), \\
\mu_{2,\lambda} &= \frac{1}{2}(\delta_{(0, 0)} + \delta_{(0, -4\lambda)}), \\
\mu_{1/2,\lambda} &= \frac{1}{2}(\delta_{(-2\lambda, 2\lambda)} + \delta_{(2\lambda, 2\lambda)}).
\end{align*}
\]

Then

\[
\begin{align*}
W_2^2(\mu_{0,\lambda}, \mu_{1,\lambda}) &= \frac{1}{2}((\lambda - (-6\lambda))^2 + (\lambda - 3\lambda)^2) + \frac{1}{2}((-\lambda - 5\lambda)^2 + (\lambda - 3\lambda)^2) \\
&= 40\lambda^2, \\
W_2^2(\mu_{0,\lambda}, \mu_{2,\lambda}) &= \frac{1}{2}((\lambda - 0)^2 + (\lambda - (-4\lambda))^2) + \frac{1}{2}((5\lambda - 0)^2 + (3\lambda - 0)^2) \\
&= 30\lambda^2, \\
W_2^2(\mu_{1,\lambda}, \mu_{2,\lambda}) &= \frac{1}{2}((-\lambda - 0)^2 + (\lambda - (-4\lambda))^2) + \frac{1}{2}((-5\lambda - 0)^2 + (3\lambda - 0)^2) \\
&= 30\lambda^2, \\
W_2^2(\mu_{1/2,\lambda}, \mu_{2,\lambda}) &= \frac{1}{2}((-2\lambda - 0)^2 + (2\lambda - 0)^2) + \frac{1}{2}((2\lambda - 0)^2 + (2\lambda - (-4\lambda))^2) \\
&= 24\lambda^2, \\
d^2(\tilde{\mu}_{1/2,\lambda}, \tilde{\mu}_{2,\lambda}) &= (\sqrt{30\lambda^2})^2 - (\sqrt{40\lambda^2}/2)^2 = 20\lambda^2,
\end{align*}
\]

and the \( \mu_{*,\lambda} \) show that the Alexandrov curvature of \( (P_2(\mathbb{R}^d), W_2) \) is not bounded above by \( \varepsilon \lambda^{-2} \). Sending \( \lambda \to 0 \) proves the Alexandrov curvature of \( (P_2(\mathbb{R}^d), W_2) \) is unbounded from above.

For Riemannian \( M \), choose an origin point \( p \in M \) and define the \( \mu \) as above, replacing the points in \( \mathbb{R}^2 \) by their image under the exponential map at \( p \). As \( \lambda \to 0 \), the distances approach the corresponding Euclidean distances. Thus for some \( \varepsilon_0 > 0 \) and all small enough \( \lambda \), the \( \mu_{*,\lambda} \) show that the Alexandrov curvature of \( (P_2(M), W_2) \)
is not bounded above by \((\varepsilon + \varepsilon_0)\lambda^{-2}\), so the Alexandrov curvature of \((P_2(M), W_2)\) is unbounded from above.

Now suppose we are given \(\nu \in P_2(M)\) and \(r > 0\), and for each \(\alpha \in (0, 1]\) and each \(\mu\) above, define

\[
\mu^\alpha = (1 - \alpha)\nu + \alpha\mu.
\]

By the restriction property (Theorem 4.6 of [Vil09]),

\[
W_2(\nu, \mu^\alpha) = \alpha W_2(\nu, \mu)
\]

and for small enough \(\alpha\), each \(\mu^\alpha\) is in \(B(\nu, r)\). Similarly,

\[
W_2(\mu^\alpha_{0, \lambda}, \mu^\alpha_{1, \lambda}) = \alpha W_2(\mu_{0, \lambda}, \mu_{1, \lambda}), \ldots, W_2(\mu^\alpha_{1/2, \lambda}, \mu^\alpha_{2, \lambda}) = \alpha W_2(\mu_{1/2, \lambda}, \mu_{2, \lambda}),
\]

so again for small enough \(\lambda\), the \(\mu^\alpha_{*, \lambda}\) show that the Alexandrov curvature of \(B(\nu, r)\) is not bounded above by \((\varepsilon + \varepsilon_0)\lambda^{-2}\alpha^{-2}\), and hence the Alexandrov curvature of \(B(\nu, r)\) is unbounded from above.

Note that the above argument also works with only minor alteration in the setting of \(n\)-dimensional Alexandrov spaces of curvature bounded below. One must simply use Theorem 2.1.20 to obtain a nearby regular point and apply Lemma 2.1.19. Thus we have shown:

**Proposition 4.2.3.** If \(\kappa \in \mathbb{R}\), \(\mathcal{X}\) is a Riemannian manifold or finite-dimensional Alexandrov space of curvature bounded below, \(\dim \mathcal{X} \geq 2\) and \(U\) is open in \((P_2(\mathcal{X}), W_2)\), then \(U\) is not an Alexandrov space of curvature bounded above by \(\kappa\).

Furthermore, approximating the \(\mu\) above by \(\mu_k \in (P^{ac}_2(\mathcal{X}), W_2)\) yields:

**Corollary 4.2.4.** If \(\kappa \in \mathbb{R}\), \(\mathcal{X}\) is a Riemannian manifold or finite-dimensional Alexandrov space of curvature bounded below, \(\dim \mathcal{X} \geq 2\) and \(U\) is open in \(P^{ac}_2(\mathcal{X})\), then \(U\) is not an Alexandrov space of curvature bounded above by \(\kappa\).
It is therefore necessary to make fairly strong assumptions on the probability space 
\( P \subset P(\mathcal{X}) \) in order to have nonpositive curvature.

### 4.3 Gaussian Steiner problems in \((P_2(\mathbb{R}^d), W_2)\)

We now consider Steiner problems in \((P_2(\mathbb{R}^d), W_2)\) where the boundary data \(\mu_1, \ldots, \mu_k\) consists of Gaussian measures. This will allow us to work in a nonpositively curved probability space, as well as give Steiner vertex degree results for a class of non-compactly supported boundary data.

The Gaussian measures on \(\mathbb{R}^d\) are given by

\[
\gamma_{m,V} \, dx = \left( \frac{1}{2\pi} \right)^{d/2} \frac{1}{\sqrt{\det V}} \exp \left[ -\frac{1}{2} \langle x - m, V^{-1}(x - m) \rangle \right] \, dx
\]

for any \(m \in \mathbb{R}^d\) and and \(d \times d\) symmetric positive definite matrix \(V\). Here

\[
E[\gamma_{m,V}] = m, \quad \text{and} \quad \text{Cov}(\gamma_{m,V}) = V,
\]

as defined below.

We now define the operators \(E\) and \(\text{Cov}\). One may consult [Dud89] for the relevant details. Suppose we fix some Gaussian measure \(\mu_0\) on \(\mathbb{R}^d\). Then for any vector-valued random variable \(F : \mathbb{R}^d \to \mathbb{R}^d\) in \(L^2(\mathbb{R}^d, \mu_0)\), the law of \(F\) is \(\nu = F_{\#}\mu_0\). Given \(\nu \in P_2(\mathbb{R}^d)\), one can construct \(F\) such that \(\text{law}(F) = \nu\), again with respect to \(\mu_0\). Let the components of \(F\) be labeled \(F = (f_1, f_2, \ldots, f_d)\). We define the expectation vectors \(E(\nu)\) and \(E(F)\) by

\[
E(\nu) := E(F) := (E(f_1), E(f_2), \ldots, E(f_d))
\]

where \(E(f_i) = \int_{\mathbb{R}^d} f_i(x) \, d\mu_0\) is the usual expected value of the random variable \(f_i\).
These integrals are finite as $F \in L^2(\mathbb{R}^d, \mu_0)$ implies $F \in L^1(\mathbb{R}^d, \mu_0)$ since $\mu_0(\mathbb{R}^d) = 1$.

For random variables $F, G : \mathbb{R}^d \to \mathbb{R}^d$, $\text{Cov}(F, G)$ denotes the matrix whose $(i, j)$ entry is

$$\text{Cov}(f_i, g_j) = E(f_i g_j) - E(f_i)E(g_j).$$

Assuming again that $\text{law}(F) = \nu$, we define the matrix of covariances for $\nu$ by

$$\text{Cov}(\nu) := \text{Cov}(F) := \text{Cov}(F, F),$$

which reduces down to the variance $\text{Var}(\nu)$ if $d = 1$. One may check that $E(\nu)$ and $\text{Cov}(\nu)$ are independent of the choice background measure $\mu_0$ and the choice of random vector $F$. However, we will have to work with a specific choice of random vectors below in order to work with $\text{Cov}(F, G)$; one can have $\text{law}(F_1) = \text{law}(F_2)$ and $\text{law}(G_1) = \text{law}(G_2)$ but still have $\text{Cov}(F_1, G_1) \neq \text{Cov}(F_2, G_2)$. For example, if $f$ and $g$ are i.i.d. random variables with mean 0 and variance 1, then $\text{law}(f) = \text{law}(g)$ but $\text{Cov}(f, f) = 1$ while $\text{Cov}(f, g) = 0$. We therefore cannot define the matrix $\text{Cov}(\mu, \nu)$ unambiguously.

We denote the set of Gaussian measures by $\Gamma(\mathbb{R}^d)$, and given a $d \times d$ orthogonal matrix $P$ we denote

$$\Gamma(\mathbb{R}^d, P) = \{ \gamma_{m,V} | V \text{ is diagonalized by } P \}.$$ 

Following formal arguments of Otto [Ott01], Takatsu [Tak08] has shown that $\Gamma(\mathbb{R}^d)$ and $\Gamma(\mathbb{R}^d, P)$ are geodesically convex in $(P_2(\mathbb{R}^d), W_2)$, with the $W_2$-metric making $\Gamma(\mathbb{R}^d)$ a $d + d(d + 1)/2$-dimensional Riemannian manifold and making $\Gamma(\mathbb{R}^d, P)$ isometric to $\mathbb{R}^d \times (0, +\infty)^d$. In particular,

$$W_2^2(\gamma_{m,V}, \gamma_{n,U}) = |m - n|^2 + \text{tr} V + \text{tr} U - 2 \text{tr} \sqrt{U^{1/2}VU^{1/2}}.$$  

(4.1)
We would like to solve the parameterized and general Monge-Kantorovich-Steiner problems in the space \((P_2(\mathbb{R}^d), W_2)\) for boundary data in \(\Gamma(\mathbb{R}^d)\) and show that the solution stays in \(\Gamma(\mathbb{R}^d)\). Our plan is to project

\[ \varphi : \mu \to \gamma_{E[\mu], \text{Cov}(\mu)}, \]

assuming \(\text{Cov}(\mu) > 0\). The following lemma shows this is distance nonincreasing.

**Lemma 4.3.1.** For \(\mu, \nu \in P_2(\mathbb{R}^d)\),

\[ W_2^2(\mu, \nu) \geq |E(\mu) - E(\nu)|^2 + \text{tr} U + \text{tr} V - 2 \text{tr} \sqrt{U^{1/2}VU^{1/2}}, \]

where \(U = \text{Cov}(\mu)\) and \(V = \text{Cov}(\nu)\).

**Proof.** We begin by showing that for random variables \(X, Y : \Omega \to \mathbb{R}^d\),

\[ \text{tr} \text{Cov}(X, Y) \leq \text{tr} \sqrt{\text{Cov}(X)^{1/2} \text{Cov}(Y)(\text{Cov}(X))^{1/2}}. \]

Since, \(\text{tr} A^2 \leq (\text{tr} A)^2\), it suffices to show

\[ \text{tr} \text{Cov}(X, Y) \leq \sqrt{\text{tr} \text{Cov}(X)^{1/2} \text{Cov}(Y)(\text{Cov}(X))^{1/2}}. \]

Traces are independent of choice of orthonormal basis and \(\text{Cov}(X)\) is real and symmetric, so choose a diagonalizing orthonormal basis for \(\text{Cov}(X)\). In this basis, we may write \(\text{Cov}(X)\) as the diagonal matrix with entries \(\lambda_i\) on the diagonal and \(\text{Cov}(Y) = (b_{ij})\). Then \((\text{Cov}(X))^{1/2}\) has entries \(\sqrt{\lambda_i}\),

\[ (\text{Cov}(X))^{1/2} \text{Cov}(Y)(\text{Cov}(X))^{1/2} = (\sqrt{\lambda_i} \lambda_j b_{ij}), \]
and
\[
\sqrt{\text{tr}(\text{Cov}(X))^{1/2} \text{Cov}(Y)(\text{Cov}(X))^{1/2}} = \sqrt{\sum_{i=1}^{d} \lambda_i b_{ii}}.
\]

Now
\[
\text{tr} \text{Cov}(X, Y) = \sum_{i=1}^{d} \text{Cov}(X_i, Y_i) \leq \sum_{i=1}^{d} \sqrt{\text{Var}(X_i) \text{Var}(Y_i)}
\]
since the correlation between \(X_i\) and \(Y_i\) is at most 1. (Note that if either variation is zero, then \(\text{Cov}(X_i, Y_i) = 0 = \sqrt{\text{Var}(X_i) \text{Var}(Y_i)}\).) Furthermore,
\[
\sum_{i=1}^{d} \sqrt{\text{Var}(X_i) \text{Var}(Y_i)} = \sum_{i=1}^{d} \sqrt{\lambda_i b_{ii}} \leq \sqrt{\sum_{i=1}^{d} \lambda_i b_{ii}},
\]
so we have proven equation (4.2).

We also have
\[
\text{tr} \text{Cov}(X, Y) = \sum_{i=1}^{d} \text{Cov}(X_i, Y_i)
\]
\[
= \sum_{i=1}^{d} E[X_i Y_i] - E[X_i] E[Y_i]
\]
\[
= E[X \cdot Y] - E[X] \cdot E[Y],
\]
so
\[
(4.3) \quad \text{tr} \text{Cov}(X, Y) = E[X \cdot Y] - E[X] \cdot E[Y].
\]

In particular,
\[
(4.4) \quad \text{tr} \text{Cov}(X) = E[X \cdot X] - E[X] \cdot E[X].
\]
We may reformulate the Wasserstein distance as

\[ W_2^2(\mu, \nu) = \inf E[|X - Y|^2], \]

where the infimum is taken over all random variables \( X, Y : \mathbb{R}^d \to \mathbb{R}^d \) with laws \( \mu \) and \( \nu \) respectively. For any such \( X, Y \),

\[
\]

\[
\]

\[
\overset{(4.3)}{=} E[X^2] + E[Y^2] - 2E[X] \cdot E[Y] - 2 \text{tr} \text{Cov}(X, Y)
\]

\[
\overset{(4.2)}{\geq} E[X^2] + E[Y^2] - 2E[X] \cdot E[Y]
\]

\[
- 2 \text{tr} \sqrt{(\text{Cov}(X))^{1/2} \text{Cov}(Y)(\text{Cov}(X))^{1/2}}
\]

\[
= (E[X] - E[Y])^2 + E[X^2] - E[X] \cdot E[X] + E[Y^2]
\]

\[
- E[Y] \cdot E[Y] - 2 \text{tr} \sqrt{(\text{Cov}(X))^{1/2} \text{Cov}(Y)(\text{Cov}(X))^{1/2}}
\]

\[
\overset{(4.4)}{=} |E[X] - E[Y]|^2 + \text{tr} \text{Cov}(X) + \text{tr} \text{Cov}(Y)
\]

\[
- 2 \text{tr} \sqrt{(\text{Cov}(X))^{1/2} \text{Cov}(Y)(\text{Cov}(X))^{1/2}}
\]

\[
= |E(\mu) - E(\nu)|^2 + \text{tr} U + \text{tr} V - 2 \text{tr} \sqrt{U^{1/2}VU^{1/2}}.
\]

Since the inequality holds for any \( X, Y \), it holds for the infimum as well.

If we define

\[
\mathcal{P}(\mathbb{R}^d) = \{ \mu \in P_2(\mathbb{R}^d) \mid \text{Cov}(\mu) > 0 \}
\]

and

\[
\mathcal{P}(\mathbb{R}^d, P) = \{ \mu \in P_2(\mathbb{R}^d) \mid \text{Cov}(\mu) > 0, \text{Cov}(\mu) \text{ is diagonalized by } P \},
\]

then we immediately obtain solutions to Steiner problems by applying the projection map \( \varphi \) and the local compactness of \( \Gamma(\mathbb{R}^d) \) and \( \Gamma(\mathbb{R}^d, P) \).
Corollary 4.3.2. Given boundary data \( \mu_1, \ldots, \mu_k \) in \( \Gamma(\mathbb{R}^d) \), the parameterized and general forms of the Monge-Kantorovich-Steiner problem, the Monge-Steiner problem and the Steiner problem in \((\mathcal{P}(\mathbb{R}^d), W_2)\) have solutions in \( \Gamma(\mathbb{R}^d) \).

Corollary 4.3.3. Given boundary data \( \mu_1, \ldots, \mu_k \) in \( \Gamma(\mathbb{R}^d, P) \), the parameterized and general forms of the Monge-Kantorovich-Steiner problem, the Monge-Steiner problem and the Steiner problem in \((\mathcal{P}(\mathbb{R}^d, P), W_2)\) have solutions in \( \Gamma(\mathbb{R}^d, P) \). The solutions are also Steiner graphs in \( \mathbb{R}^{2d} \). In particular, for the general Steiner problems there is a Steiner solution which has a canonical representative \( \Phi : G \to P_2(\mathbb{R}) \) such that

1. \( G \) is a tree.

2. For any vertex \( v \) in \( G \setminus \Phi^{-1}(\{\mu_1, \ldots, \mu_k\}) \), the degree of \( v \) is three and all pairs of geodesics in \( \Phi(G) \) meeting at \( \Phi(v) \) do so with an angle of \( 2\pi/3 \).

The structural result above follows by the variational argument we used before, as \( \Gamma(\mathbb{R}^d, P) \) is flat, hence nonnegatively curved.

For clarity of results, we will now concentrate on the case \( d = 1 \). Here we have that advantage that \( \Gamma(\mathbb{R}) = \Gamma(\mathbb{R}, P) = \mathbb{R} \times (0, +\infty) \). Define the projection

\[
\varphi : \mu \mapsto \begin{cases} 
\gamma_{E[\mu], \text{Var}(\mu)} & \text{if } \text{Var}(\mu) > 0, \\
\delta_{E[\mu]} & \text{if } \text{Var}(\mu) = 0.
\end{cases}
\]

and note that (4.1) still holds for this interpretation of \( \gamma_{m,0} \). Thus Lemma 4.3.1 implies that \( \varphi : P_2(\mathbb{R}) \to \mathbb{R} \times [0, +\infty) \) is a contraction mapping. Also, \( \varphi \) fixes \( \Gamma(\mathbb{R}) \).

If we are given boundary data \( \mu_1, \ldots, \mu_k \) in \( \Gamma(\mathbb{R}) \), then for some \( \varepsilon > 0 \), \( \text{Var}(\mu_i) > \varepsilon \) for all \( i \), and we may retract \( \mathbb{R} \times [0, \varepsilon] \) to \( \mathbb{R} \times \{\varepsilon\} \) without increasing the network length in \( \overline{\Gamma(\mathbb{R})} = \mathbb{R} \times [0, +\infty) \). We obtain in this manner Steiner solutions over the full space \( P_2(\mathbb{R}) \) which stay in \( \Gamma(\mathbb{R}) \).
Theorem 4.3.4. Given boundary data $\mu_1, \ldots, \mu_k$ in $\Gamma(\mathbb{R})$, the parameterized and general forms of the Monge-Kantorovich-Steiner problem, the Monge-Steiner problem and the Steiner problem in $(P_2(\mathbb{R}), W_2)$ have solutions in $\Gamma(\mathbb{R})$. The solutions are also Steiner graphs in $\mathbb{R}^2$, and the Steiner ratio for this restricted class of boundary data is $\sqrt{3}/2$.

Proof. The preceding discussion proves existence of a solution in $\Gamma(\mathbb{R})$, which may then be viewed as a solution to the corresponding planar Steiner problem. The Steiner ratio result then follows by the proof of the Gilbert-Pollak conjecture [DH90].

The preceding Steiner ratio result cannot hold for arbitrary boundary data.

Proposition 4.3.5. If $M$ is a Riemannian manifold of nonnegative curvature, then

$$\rho(P_2(M)) \leq \lim_{d \to \infty} \rho(\mathbb{R}^d) \leq \frac{\sqrt{3}/2}{2^{3/2} - 1}.$$ 

Proof. It suffices to find for any $d \in \mathbb{N}$ and any $\epsilon > 0$ a finite set $S \subset P_2(M)$ such that

$$\frac{L_s(S)}{L_a(S)} \leq \rho(\mathbb{R}^d) + \epsilon.$$ 

By definition there is a finite set $S' \subset \mathbb{R}^d$ such that

$$\frac{L_s(S')}{L_a(S')} \leq \rho(\mathbb{R}^d) + \frac{\epsilon}{3}.$$ 

Choose a compact $N \subset M$ and some $\mu \in P_{2\mathbb{R}}(M)$ with support in $N$. Then by Theorem 4.1.2, the tangent cone $K_\mu$ of $P(N)$ at $\mu$ is an infinite-dimensional Hilbert space, so we may choose an orthonormal set $\nu_1, \ldots, \nu_d \in K_\mu$. In this way, we obtain a subset of $K_\mu$ isometric to $\mathbb{R}^d$. Let $S_1 \subset K_\mu$ be the finite set corresponding to $S'$. We may approximate $S_1$ by a finite set $S_2$ such that each point is on a ray corresponding
to a direction of some geodesic in $P_2(N)$, and

$$\frac{L_a(S_2)}{L_a(S_2)} \leq \frac{L_a(S_1)}{L_a(S_1)} + \frac{\varepsilon}{3} = \frac{L_a(S')}{L_a(S')} + \frac{\varepsilon}{3}.$$ 

We may rescale by $\lambda$ about the origin to obtain $\lambda S_2$ with

$$\frac{L_a(\lambda S_2)}{L_a(\lambda S_2)} = \frac{L_a(S_2)}{L_a(S_2)},$$

and for small enough $\lambda$ the exponential map will be well-defined on $\lambda S_2$. Since

$$\left| \frac{L_a(\lambda S_2)}{L_a(S_2)} - \frac{L_a(\exp(\lambda S_2))}{L_a(\exp(\lambda S_2))} \right| \to 0 \quad \text{as} \quad \lambda \to 0,$$

for small enough $\lambda$ we have

$$\frac{L_a(\exp(\lambda S_2))}{L_a(\exp(\lambda S_2))} \leq \frac{L_a(\lambda S_2)}{L_a(\lambda S_2)} + \frac{\varepsilon}{3} \leq \rho(R^d) + \varepsilon.$$

Sending $\varepsilon \to 0$ and applying the bound of Chung and Gilbert [CG76] gives the desired result. 

\[\square\]
Appendix A

Alexandrov curvature of convex hypersurfaces in Hilbert space

In this appendix, the following result is established:

**Theorem A.0.6.** If $C$ is an open set in a Hilbert space $H$ and $\overline{C}$ is locally convex, then $\partial C$ is a nonnegatively curved Alexandrov space under the induced length metric.

Questions of this sort go back to [Ale48], where Alexandrov defined Alexandrov curvature and showed that it characterizes boundaries of locally convex bodies in $\mathbb{R}^3$. This was generalized by Buyalo to the case of locally convex sets of full dimension in a Riemannian manifold in [Buy76]. If the ambient manifold has a positive lower bound $\kappa$ on sectional curvature, it has also been shown in [AKP08] that the convex boundary has Alexandrov curvature $\geq \kappa$.

The proof of Theorem A.0.6 relies on approximating $\partial C$ by smooth manifolds, where the connection between curvature and convexity is well understood. Due to the possibly infinite dimension of $H$, we cannot smooth by integrating over $H$ against a mollifier. As currently known smoothing operators for infinite dimensional spaces do not preserve convexity, we proceed by integrating over a suitably chosen finite dimensional subspace. Lemma A.1.4 shows this can be done in such a way that the
curvature of $\partial C$ is controlled by the curvature of smooth, finite-dimensional approximating manifolds. A similar approximation of infinite-dimensional curvature by finite dimensional curvature is outlined in [Hal00].

A.1 Approximation by smooth manifolds

In this section, we prove two technical lemmas which allow us to approximate $C^{1,1}$ convex functions $f$ on a Hilbert space by convex functions that are smooth on a finite-dimensional linear subspace. This enables us to control the Alexandrov curvature of graph$_f$, the graph of $f$ in $H \times \mathbb{R}$, via the sectional curvature of the approximating smooth graphs.

It will be helpful to fix notation for polygonal paths.

**Definition A.1.1.** For two points $p, q$ in a vector space $V$, $\sigma_{pq} : [0, 1] \to V$ denotes the constant speed linear path:

$$\sigma_{pq}(t) = (1 - t)p + tq.$$

**Definition A.1.2.** A path $\tau : [0, 1] \to V$ is called a polygonal path if it can be written in the form

$$\tau(t) = \sum_{i=1}^{k-1} \sigma_{p_ip_{i+1}}(kt - i)1_{[i/k, (i+1)/k]}(t)$$

for some set of points $p_1, \ldots, p_k \in V$. Here $1_A$ denotes the characteristic function of the set $A$. If $S$ is a set of linear subspaces of $V$ and $p_i - p_j$ lies in an element of $S$ for all $i$ and $j$, then $\tau$ is called $S$-polygonal.

**Lemma A.1.3.** Let $f : V \to (X, d)$ be a $\lambda$-bi-Lipschitz map from a Banach space $V$ onto a metric space $(X, d)$. For any rectifiable curve $\sigma : [0, 1] \to X$ and any $\varepsilon > 0$, there exists a polygonal path $\tau : [0, 1] \to V$ such that $f \circ \tau(0) = \sigma(0)$, $f \circ \tau(1) = \sigma(1)$, $\forall t \in [0, 1], |\sigma(t) - f \circ \tau(t)| < \varepsilon$ and $|l(\sigma) - l(f \circ \tau)| < \varepsilon$. 


Proof. For each rectifiable curve \( \sigma_0 : [0, 1] \to X \) and \( \varepsilon > 0 \), define

\[
B_1^\varepsilon(\sigma_0) = \{ \sigma : [0, 1] \to X; \forall t \in [0, 1], d(\sigma_0(t), \sigma(t)) < \varepsilon, |l(\sigma_0) - l(\sigma)| < \varepsilon \}.
\]

For each rectifiable curve \( \sigma_0 : [0, 1] \to V \) and \( \varepsilon > 0 \), define

\[
B_2^\varepsilon(\sigma_0) = \{ \sigma : [0, 1] \to V; \forall t \in [0, 1], |\sigma_0(t) - \sigma(t)| < \varepsilon, |l(\sigma_0) - l(\sigma)| < \varepsilon \}.
\]

Fix a rectifiable curve \( \sigma_0 : [0, 1] \to V \) and \( \varepsilon > 0 \). For any \( \sigma \in B_2^\varepsilon(\sigma_0) \), for all \( t \in [0, 1] \),

\[
|\sigma_0(t) - \sigma(t)| < \varepsilon \implies |f \circ \sigma_0(t) - f \circ \sigma(t)| < \lambda \varepsilon.
\]

Furthermore,

\[
|l(f \circ \sigma_0) - l(f \circ \sigma)| \leq |l(\sigma_0) - l(\sigma)| + |l(f \circ \sigma_0) - l(\sigma_0)| + |l(f \circ \sigma) - l(\sigma)|
\]

\[
\leq \varepsilon + l(f \circ \sigma_0) + l(\sigma_0) + l(f \circ \sigma) + l(\sigma)
\]

\[
\leq \varepsilon + \lambda l(\sigma_0) + l(\sigma_0) + \lambda l(\sigma) + l(\sigma)
\]

\[
\leq \varepsilon + (\lambda + 1)l(\sigma_0) + (\lambda + 1)(l(\sigma_0) + \varepsilon)
\]

\[
\leq 2(\lambda + 1)(\varepsilon + l(\sigma_0)).
\]

So for \( \varepsilon' = 2(\lambda + 1)(\varepsilon + l(\sigma_0)) \),

\[
B_2^\varepsilon(\sigma_0) \subset f^{-1}(B_1^{\varepsilon'}(f \circ \sigma_0))
\]

By a similar argument, for any rectifiable curve \( \sigma_0 : [0, 1] \to X \) and \( \varepsilon > 0 \),

\[
f^{-1}(B_1^\varepsilon(\sigma_0)) \subset B_2^\varepsilon(f^{-1} \circ \sigma_0),
\]

for \( \varepsilon' = 2(\lambda + 1)(\varepsilon + l(\sigma_0)) \). Thus the \( B_2^\varepsilon \)'s and \( f^{-1}(B_1^\varepsilon) \)'s determine equivalent
topologies on the space of rectifiable curves $\sigma : [0,1] \to V$. Polygonal paths are dense under the $B^2$-topology, so they are dense under the $f^{-1}(B^1)$-topology. \hfill \Box

**Lemma A.1.4.** Let $f: \Omega \to \mathbb{R}$ be a $C^{1,1}$ convex function, where $\Omega$ is a domain in a Hilbert space $H$. For any $x_0 \in \Omega$, there exists $R > 0$ such that $Y$, the graph of $f$ over $B_R(x_0)$, satisfies the quadruple condition

$$\tilde{\angle}bac + \tilde{\angle}cap + \tilde{\angle}pab \leq 2\pi$$

for any quadruple $(a;b,c,p)$ of distinct points, under the induced length metric $d$ from $H \times \mathbb{R}$.

**Proof.** $f$ is convex, hence Lipschitz continuous on a neighborhood $\Omega'$ of $x_0$ for some Lipschitz constant $L \geq 1$ (Proposition 2.3 of [BT05]). Let $\hat{f} : \Omega' \to \hat{f}(\Omega') \subset \text{graph}_f$ be defined by $\hat{f}(x) = (x, f(x))$, and note that $\hat{f}$ is $\sqrt{1+L^2}$-bi-Lipschitz. Choose $R > 0$ such that $B_{3R}(x_0) \subset \Omega'$. Suppose that $(a;b,c,p)$ is a quadruple of distinct points such that

$$\tilde{\angle}bac + \tilde{\angle}cap + \tilde{\angle}pab = 2\pi + \varepsilon_0 > 2\pi,$$

where $(a;b,c,p) = (\hat{f}(a'); \hat{f}(b'); \hat{f}(c'); \hat{f}(p'))$ and $a', b', c', p' \in B_R(x_0)$. The comparison angles vary continuously in the intrinsic distances, so there exists $\varepsilon > 0$ such that if $(A;B,C,D)$ is a quadruple of points in some other metric space $(X_1,d_1)$ with

$$|d(a,b) - d_1(A, B)| < \varepsilon, \quad |d(a,c) - d_1(A, C)| < \varepsilon, \quad |d(a,p) - d_1(A, P)| < \varepsilon,$$

$$|d(b,c) - d_1(B, C)| < \varepsilon, \quad |d(b,p) - d_1(B, P)| < \varepsilon, \quad |d(c,p) - d_1(C, P)| < \varepsilon,$$

then

$$\tilde{\angle}BAC + \tilde{\angle}CAP + \tilde{\angle}PAB = 2\pi + (\varepsilon_0/2) > 2\pi.$$

By Lemma A.1.3, we may approximate $d(a,b)$ by the length of the image under $\hat{f}$
of a polygonal path $\tau_1$ determined by points $a' = q_1, q_2, \ldots, q_{k_1-1}, b' = q_{k_1} \in B_{2R}(x_0)$ such that
\[
d(a, b) + (\varepsilon/3) \geq \sum_{i=1}^{k_1-1} l(\hat{f} \circ \sigma_{q_i q_{i+1}}) = l(\hat{f} \circ \tau_1) \geq d(a, b).
\]
Similarly, we may approximate $d(a, c)$ by the image under $\hat{f}$ of a polygonal path determined by points $a' = q_{k_1+1}, q_{k_1+2}, \ldots, c' = q_{k_2} \in B_{2R}(x_0)$ such that
\[
d(a, c) + (\varepsilon/3) \geq \sum_{i=k_1+1}^{k_2-1} l(\hat{f} \circ \sigma_{q_i q_{i+1}}) \geq d(a, c).
\]
Continue in this manner choosing $q_{k_2+1}, q_{k_2+2}, \ldots, q_{k_3}, \ldots, q_{k_6}$ to approximate the remaining four intrinsic distances.

The $k_6 + 1$ points $q_1, \ldots, q_{k_6}, x_0$ lie in a $k_6$-dimensional subspace of $H$, which we will identify as $\mathbb{R}^n$, $n = k_6$, with $H = \mathbb{R}^n \times \tilde{H}$. Let $\varphi_\delta : \mathbb{R}^n \to \mathbb{R}$ be the standard $C^\infty$ mollifier supported on the $\delta$-ball, and define $f_\delta : B_{5R/2}(x_0) \to \mathbb{R}$ by $f_\delta = f \ast \varphi_\delta$, where the convolution occurs in the $\mathbb{R}^n$-variables and $\delta < R/2$. Let $\hat{f}_\delta(x) = (x, f_\delta(x))$. As $f$ is assumed to be convex and $C^{1,1}$, it is easy to check the following properties:

1. $f_\delta|_{B_{2LR}(x_0) \cap (\mathbb{R}^n \times \{y\})}$ is $C^\infty$ for every $y \in \tilde{H}$.
2. $f_\delta|_{B_{2LR}(x_0) \cap (\mathbb{R}^n \times \{y\})}$ is $L$-Lipschitz for every $y \in \tilde{H}$.
3. $f_\delta \to f$ pointwise as $\delta \to 0$.
4. For every $y \in \tilde{H}$, on $B_{2LR}(x_0) \cap (\mathbb{R}^n \times \{y\})$, $\nabla_{\mathbb{R}^n} f_\delta \to \nabla_{\mathbb{R}^n} f$ uniformly as $\delta \to 0$.
5. For every line $\Lambda \subset H$, on $B_{2LR}(x_0) \cap \Lambda$, $\nabla_\Lambda f_\delta \to \nabla_\Lambda f$ uniformly as $\delta \to 0$.
6. For every polygonal path $\sigma : [0, 1] \to B_{2R}(x_0)$, $l(\hat{f}_\delta \circ \sigma) \to l(\hat{f} \circ \sigma)$. This convergence is uniform on sets of the form
   \[\{\sigma : [0, 1] \to B_{2R}(x_0); l(\sigma) < C, \sigma \text{ is } S\text{-polygonal}\},\]
where $C \in \mathbb{R}$ and $S$ is the union of the set of linear subspaces of $\mathbb{R}^n$ and a finite set of linear subspaces of $H$.

7. $f_\delta$ is convex.

The first four properties are statements about convolution of a function of $n$ variables against $\varphi_\delta$ which are well known. For the fifth and seventh properties, one fixes a line $\Lambda \subset H$ and again applies standard results for convolution against $\varphi_\delta$ in $\mathbb{R}^n$, or in $\mathbb{R}^{n+1}$ if necessary. Finally, the sixth property is a direct corollary of the previous two properties.

Let $Y_\delta$ denote the graph of $f_\delta$ over $B_{2R}(x_0)$ with metric $d_\delta$ induced by $H \times \mathbb{R}$, and let $Y_{\delta,n}$ denote the graph of $f_\delta$ over $B_{2R}(x_0) \cap (\mathbb{R}^n \times \{0\})$ with metric $d_{\delta,n}$ induced by $(\mathbb{R}^n \times \{0\}) \times \mathbb{R}$. Note that $f_\delta|_{B_{2R}(x_0) \cap (\mathbb{R}^n \times \{0\})}$ is a $C^\infty$ convex function over a domain in $(\mathbb{R}^n \times \{0\})$, so $Y_{\delta,n}$ is a Riemannian manifold of nonnegative sectional curvature. In particular, it satisfies the quadruple condition. We will obtain a contradiction by showing

$$|d(a, b) - d_{\delta,n}(\hat{f}_\delta(a'), \hat{f}_\delta(b'))| < \varepsilon, \quad |d(a, c) - d_{\delta,n}(\hat{f}_\delta(a'), \hat{f}_\delta(c'))| < \varepsilon,$$

$$|d(a, p) - d_{\delta,n}(\hat{f}_\delta(a'), \hat{f}_\delta(p'))| < \varepsilon, \quad |d(b, c) - d_{\delta,n}(\hat{f}_\delta(b'), \hat{f}_\delta(c'))| < \varepsilon,$$

$$|d(b, p) - d_{\delta,n}(\hat{f}_\delta(b'), \hat{f}_\delta(p'))| < \varepsilon, \quad |d(c, p) - d_{\delta,n}(\hat{f}_\delta(c'), \hat{f}_\delta(p'))| < \varepsilon.$$

Let $C = d(a, b) + d(a, c) + \cdots + d(c, p) + \varepsilon$. Recall that $\tau_1$ is the polygonal path determined by $q_1, \ldots, q_{k_1}$.

$$l(\tau_1) \leq l(\hat{f} \circ \tau_1) = \sum_{i=1}^{k_1-1} l(\hat{f} \circ \sigma_{q_i q_{i+1}}) \leq d(a, b) + (\varepsilon/3) < C,$$

so choosing $\delta_0$ small with respect to $C$ and $S = \mathbb{R}^n$, we have $l(\hat{f}_\delta \circ \tau_1) \leq l(\hat{f} \circ \tau_1) + (\varepsilon/3)$.
for \( \delta < \delta_0 \), \( \hat{f}_\delta \circ \tau_1 : [0, 1] \to Y_{\delta,n} \) is a path from \( \hat{f}_\delta(a') \) to \( \hat{f}_\delta(b') \), so

\[
d_{\delta,n}(\hat{f}_\delta(a'), \hat{f}_\delta(b')) \leq l(\hat{f}_\delta \circ \tau_1) \leq l(\hat{f} \circ \tau_1) + (\varepsilon/3) \leq d(a, b) + (2\varepsilon/3).
\]

Applying Lemma A.1.3 again, choose a polygonal path \( \tau_2 : [0, 1] \to B_{2R}(x_0) \cap (\mathbb{R}^n \times \{0\}) \) such that

\[
d_{\delta,n}(\hat{f}_\delta(a'), \hat{f}_\delta(b')) \geq l(\hat{f}_\delta \circ \tau_2) - (\varepsilon/6).
\]

Note that

\[
l(\tau_2) \leq l(\hat{f}_\delta \circ \tau_2) \leq d_{\delta,n}(\hat{f}_\delta(a'), \hat{f}_\delta(b')) + (\varepsilon/6) \leq d(a, b) + (5\varepsilon/6) < C.
\]

Expand \( S \) by including each linear subspace of \( H \) parallel to a segment of \( \tau_2 \), and decrease \( \delta_0 \) if necessary for this new \( S \). For \( \delta < \delta_0 \),

\[
l(\hat{f}_\delta \circ \tau_2) \geq l(\hat{f} \circ \tau_2) - (\varepsilon/3),
\]

so

\[
d_{\delta,n}(\hat{f}_\delta(a'), \hat{f}_\delta(b')) > l(\hat{f} \circ \tau_2) - \varepsilon \geq d(a, b) - \varepsilon.
\]

The remaining inequalities follow in a similar manner, for the same choice of \( C \) and \( \delta_0 \) chosen for an augmentation of \( \mathbb{R}^n \) by a finite number of linear subspaces of \( H \). So for \( \delta < \delta_0 \), the quadruple \((\hat{f}_\delta(a'); \hat{f}_\delta(b'), \hat{f}_\delta(c'), \hat{f}_\delta(p'))\) violates the quadruple condition in the Riemannian manifold of nonnegative sectional curvature \( Y_{\delta,n} \). Therefore our original assumption is false and \( Y \) satisfies the quadruple condition. \( \square \)
A.2 Proof of Theorem A.0.6

Proof of Theorem A.0.6. We must prove the quadruple condition holds in a neighborhood of every \( x_0 \in \partial C \). Let \( C' = B_{2\rho}(x_0) \cap C \), where \( \rho \) is chosen small enough to make \( C' \) convex. Note that the intrinsic balls of radius \( \rho \) about \( x_0 \) are the same for \( C \) and \( C' \). Choose a point \( y \in C' \), and \( r \in (0, \rho/2) \) such that \( B_{2r}(y) \subset C' \). Let \( H' \) be the hyperplane through \( x_0 \) with normal vector \( y - x_0 \). For any \( x \in H' \cap B_{2r}(x_0) \), let \( L_x \) be the line through \( x \) spanned by \( y - x_0 \). \( L_x \cap C' \) is convex and \( C' \) is open and bounded, so \( L_x \cap C' \) is a bounded interval. \( x + (y - x_0) \in L_x \cap C' \), so \( L_x \cap C' \neq \emptyset \). Considering \( y - x_0 \) as the upward direction, let \( f(x) \) denote the \( \mathbb{R} \)-coordinate of the bottom endpoint of \( L_x \cap C' \) in \( H' \times \mathbb{R} \). \( f : H' \cap B_{2r}(x_0) \to \mathbb{R} \) is then a convex function, as the epigraph is convex. Furthermore, the graph of \( f \) is a neighborhood of \( x_0 \) in \( \partial C' \), and thus also in \( \partial C \) since \( 2r < \rho \).

\( f \) is convex, so taking \( r \) smaller if necessary, \( f \) is Lipschitz continuous for some Lipschitz constant \( L \geq 1 \). As shown in [LL86], for all small enough \( \varepsilon > 0 \), the inf-sup-convolution

\[
g_\varepsilon(x) = \inf_{z \in H' \cap B_{2r}(x_0)} \sup_{y \in H' \cap B_{2r}(x_0)} \left[ f(y) - \frac{\|y - z\|^2_H}{2\varepsilon} + \frac{\|x - z\|^2_H}{\varepsilon} \right]
\]

is a \( C^{1,1} \) convex function on \( H' \cap B_r(x_0) \), \( g_\varepsilon \) is \( L \)-Lipschitz, and \( g_\varepsilon \to f \) uniformly on \( H' \cap B_r(x_0) \).

By Lemma A.1.4, the graph of \( g_\varepsilon \) over \( H' \cap B_R(x_0) \) satisfies the quadruple condition for \( R = r/3 \). The graph of \( f \) over \( H' \cap B_R(x_0) \) then satisfies the quadruple condition by continuity. \( \square \)
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