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Abstract—While Convolutional Neural Networks (CNNs) have recently achieved impressive results on many classification tasks, it is still unclear why they perform so well and how to properly design them. In this work, we investigate the effect of the convolutional depth of a CNN on its generalization performance for binary classification problems. We prove a sufficient condition —polynomial in the depth of the CNN— on the training database size to guarantee such performance. We empirically test our theory on the problem of gender classification and explore the effect of varying the CNN depth, as well as the training distribution and set size.

I. INTRODUCTION

Convolutional Neural Networks (CNNs) are now widely used for classification problems due to their state-of-the-art performance (see, e.g., [1], [2]). However, one important challenge, which remains an open problem, is how to size them appropriately. When designing a CNN, the most common approach is to experiment with the depth (and many other parameters), until a suitable model is found. It is known that if the CNN is too shallow, then it may not correctly represent the underlying relationship between the input and its corresponding class (i.e., under-fit). If it is too deep, however, it may follow irrelevant properties of the dataset on which it is trained (i.e., over-fit). In this paper, we try to address this problem by investigating the relationship between the depth of a CNN and its generalization performance using approaches from statistical learning theory.

Recently, CNNs have drawn much needed attention, and a lot of empirical work has attempted to understand why they perform so well [3], [4] as well as how to properly design them [5], [6]. However, from a theoretical perspective, CNNs are still not completely understood. While theoretical results on deep architectures exist [7]–[10], they are almost always restricted to feedforward neural networks.

In this paper, we investigate the effect of CNN depth on its generalization performance. Specifically, we ask the question of how to pick a suitable CNN depth given a training database size. We assume that the examples are drawn according to an arbitrary, fixed, probability distribution, and that the learning algorithm will produce a CNN which will correctly predict on arbitrary, fixed, probability distribution, and that the learning algorithm will produce a CNN which will correctly predict on unseen (testing) samples, drawn from the same, or a slightly different, distribution. Our work is based on the VC dimension, which was first introduced in [11], [12] and provided a mathematical foundation for answering such questions. We follow an approach similar to [13], which is specific to feedforward networks, but extend it for the case of CNNs. We restrict our study to the problem of binary classification in which the set of possible labels contains only two elements, e.g., 0 and 1.

We show that, if the training and testing sampling distributions are the same, a sufficient condition to guarantee valid generalization is for the CNN training set size to be some constant times \(d^4\) where \(d\) is the depth of the convolutional layers. We also show how to generalize the condition for different training and testing distributions. We empirically demonstrate that these conditions are sufficient but often not necessary, and examine the behavior of the testing error as we vary the CNN depth, the training distribution, and set size.

The paper is organized as follows: section II introduces the CNN model architecture under consideration, section III develops the mathematical framework as well as the theoretical results, and finally, section IV provides experimental results on the binary problem of gender classification.

II. NETWORK ARCHITECTURE

In this work, we consider an architecture similar to the one presented in [13]. As shown in Figure 1, a CNN of depths \((d, d')\) consists of \(d\) convolutional layers and \(d'\) fully connected layers. The \(l\)-th layer of a CNN is composed of the following:

(i) a filter bank sublayer, which takes as input \(x^l\), a \(3\)D array with \(n^l_1\) 2D feature maps of size \(n^l_2 \times n^l_3\) each, and outputs a \(3\)D array with \(m^l_1\) 2D feature maps of size \(m^l_2 \times m^l_3\) each. The size of the output maps is determined by the size \(f^l_1 \times f^l_2\) of the convolution filters and is given by \(m^l_2 = n^l_2 - f^l_1 + 1\) and \(m^l_3 = n^l_3 - f^l_2 + 1\). Filter \(k_{ij}^{l'}\)

![Fig. 1. Model architecture of a CNN with \(d\) convolutional layers and \(d'\) fully connected layers.](image-url)
connects the i-th input feature map $x_i^j$ to the j-th output feature map: $y_{ij}^j = a_i^j \cdot \tanh(\sum_k k_{ij}^j \cdot x_i^k)$. The filters and the coefficients $\{a_i^j\}$ are trainable parameters.

(ii) a rectification sublayer, which only retains positive inputs: $\tilde{y}_{ij}^j = \max(0, y_{ij}^j)$.

(iii) a pooling and subsampling sublayer, which keeps the maximum (or the average) from each $p^i \times p^j$ window and outputs $y^i_j$.

(iv) a local contrast normalization sublayer, which performs the following operations: $v_{ij}^j = \tilde{y}_{ij}^j - \sum_{p,q} w_{pq} \cdot \tilde{y}_{i+p,j+p}^j$, where $w$ is a Gaussian window of size $g^i \times g^j$. Then, $\bar{y}_{ij}^j = x_{i+1}^j = \frac{v_{ij}^j}{\max(|v_{ij}^j|, \sigma_{ij}^j)}$, where $\sigma_{ij}^j = \sum_{p,q} w_{pq} \cdot (v_{i+1,j+1}^j)^2$ and $\mu^j = \text{mean}(\sigma_{ij}^j)$.

The $d^j$ fully connected layers have a fixed structure and trainable weights $W_f$. In the rest of the paper, we will assume that $d^j$ is fixed and study the effect of varying $d$ on the classifier's generalization performance. As mentioned earlier, we restrict our study to binary classification, i.e., CNNs which only retain positive inputs.

Theorem 1

We now state the following theorem on the CNN generalization performance guarantees:

**Theorem 1** For any $0 < \delta < 1$, $\epsilon > 0$, $0 < \gamma \leq 1$, if $S$ is chosen at random according to the distribution $D_S$, such that

$$|S| \geq \frac{8}{\gamma^2} \max \left\{ \ln \frac{8}{\delta}, 2\alpha (d \cdot q(d))^2 \ln \frac{16}{\gamma^2} \right\},$$

then, with probability at least $1 - \delta$, for every $c \in C^d$, one of the following will hold:

(i) $\hat{e}_S(c) > (1 - \gamma)\epsilon$.

(ii) $e_T(c) = c_S(c) \leq \epsilon$, $\hat{e}_S(c) \leq (1 - \gamma)\epsilon$.

**Proof Sketch:** The proof can be derived using Lemma 1 and [16, Theorem A3.1]. Note that this result is not restricted to the exact architecture given in section II and any activation function can be used as long as it can be computed using the operations listed in [15, Theorems 5, 8].

Theorem 1 implies that if condition (4) is met, and if the trained CNN $c$ is such that $e_S(c)$ is as small as desired,
then we know that, with high probability, \( c \) will exhibit good generalization performance. Let \( M = \max_{l=1,\ldots,d} \left( m_l^2 \cdot \left( n_2^l - f_1^l + 1 \right) \cdot \left( n_2^l - f_2^l + 1 \right) \cdot \left( n_1^l \cdot n_2^l \cdot n_3^l \cdot m_1 \left( f_1^l \right)^2 + \left( f_1^l \right)^3 \right) \), then \( q(d) \leq M^d \). From (4), we see that, for proper generalization, the training sample size should be larger than \( M^* \cdot d^4 \) where \( M^* = M^2 \cdot \frac{16}{\tau_0^d} \cdot \ln \frac{16}{\epsilon} \). Conversely, when designing a CNN, given a fixed training set size \(|S|\), we know that the CNN is very likely to exhibit good generalization performance if the depth of the convolutional layers is less than \( \sqrt[4]{\frac{|S|}{M^*}} \). We also state a converse to Theorem 1 (the proof of which is based on [17, Theorem 1]):

**Theorem 2** For any learning algorithm which uses a training sample set \( S \) of size

\[
|S| \leq \frac{\text{VCdim}(\mathcal{H}^d) - 1}{2e\epsilon}
\]

(where \( e \) denotes the base of the natural logarithm), there exists a CNN \( c \in \mathcal{C}^d \) and a distribution \( \mathcal{D} \) such that the expected error of \( c \) (w.r.t. \( \mathcal{D} \)) is at least \( \epsilon \).

**C. Different training and testing distributions**

In section III-B above, we addressed the question of when a CNN is expected to generalize from \(|S|\) training examples chosen according to an arbitrary probability distribution \( \mathcal{D}_S \) as a distribution \( \mathcal{D}_T \), respectively. To this end, we define the variation divergence between the two distributions [18]:

\[
\tau \doteq 2 \sup_{B \in \mathcal{B}} \left| \text{Pr}_{\mathcal{D}_S}[B] - \text{Pr}_{\mathcal{D}_T}[B] \right|
\]

where \( B \) is the set of measurable subsets under \( \mathcal{D}_S \) and \( \mathcal{D}_T \). While we allow the two distributions to be different, our hope is that they are not too different so that learning from \( \mathcal{D}_S \) is still somehow relevant for testing on \( \mathcal{D}_T \). We now reformulate Theorem 1 for the case when \( \tau \neq 0 \):

**Theorem 3** Let \( 0 < \delta' < 1 \), \( \epsilon' > \tau \), \( 0 < \gamma' \leq 1 \). If the training and testing sets are chosen independently at random according to the distributions \( \mathcal{D}_S \) and \( \mathcal{D}_T \), respectively, such that

\[
|S| \geq \frac{8}{\sqrt{2} (\epsilon' - \tau)} \left[ \ln \frac{16}{\delta'}, 2\alpha (d \cdot q(d))^2 \ln \frac{16}{\gamma} (\epsilon' - \tau) \right],
\]

where

\[
\gamma' = \gamma' \left( 1 + \frac{\tau}{\epsilon' - \tau} \right) - \frac{\tau}{\epsilon' - \tau},
\]

then, with probability at least \( 1 - \delta' \), for every \( c \in \mathcal{C}^d \), one of the following will hold:

(i) \( \hat{e}_S(c) > (1 - \gamma') \epsilon' \),

(ii) \( e_T(c) \leq \epsilon' , \hat{e}_S(c) \leq (1 - \gamma') \epsilon' \).

**Proof:** We define the following event: \( A = \{ \text{For every } c \in \mathcal{C}^d; \text{ one of (i) or (ii) holds } \} \). We show that the probability that \( A \) does not occur is less than \( \delta' \):

\[
\text{Pr}[A] = \text{Pr}[\exists c: e_T(c) > \epsilon', \hat{e}_S(c) \leq \epsilon', \hat{e}_S(c) \leq (1 - \gamma') \epsilon']
\]

\[
+ \text{Pr}[\exists c: e_T(c) > \epsilon', \hat{e}_S(c) > \epsilon', \hat{e}_S(c) \leq (1 - \gamma') \epsilon']
\]

\[
\leq \text{Pr}[\exists c: e_T(c) > \epsilon', \hat{e}_S(c) \leq \epsilon', \hat{e}_S(c) \leq (1 - \gamma') \epsilon']
\]

\[
+ \text{Pr}[\exists c: \hat{e}_S(c) > \epsilon', \hat{e}_S(c) \leq (1 - \gamma') \epsilon']
\]

\[
\leq \text{Pr}[\exists c: e_T(c) > \epsilon' - \tau, \hat{e}_S(c) \leq (1 - \gamma') \epsilon']
\]

\[
+ \text{Pr}[\exists c: \hat{e}_S(c) > \epsilon', \hat{e}_S(c) \leq (1 - \gamma') \epsilon']
\]

\[
\leq \frac{\delta'}{2} + \frac{\delta'}{2} = \delta'.
\]

(***)

where (**) follows from the fact that, from [18, Theorem 1], \( e_T(c) \leq \hat{e}_S(c) + \tau \), and (**) is an application of Theorem 1 with \( \delta = \delta'/2 \), \( \epsilon = \epsilon' - \tau \), and \( \gamma = \gamma' \).

Note that Theorem 3 requires that \( \epsilon' > \tau \). As mentioned earlier, we are interested in the case when \( \tau \) is small so that the learning is still useful. If \( \tau \ll \epsilon' \), then \( \gamma \approx \gamma' \) and (4) and (7) are very close. When \( \tau \) increases, so does the lower bound on \(|S|\). This is to be expected, as we are looking at learning from and testing on two very different distributions.

**IV. EXPERIMENTAL RESULTS**

While section III gives some insight as to how to design CNNs which exhibit desirable generalization performance, it has been shown that neural networks tend to perform well with training sets which are smaller than required by the VC dimension bounds [9]. We therefore attempt to gain a better and more practical understanding of the problem by designing experiments for gender classification of face images. To this end, we use three different datasets: Images of Groups (GROUPS) [19], Labeled Faces in the Wild (LFW) [20], and Facetracer [21]. We resize face images to 64x64 and normalize them using histogram equalization. We then use mean-subtracted normalized face images to train CNNs of convolutional depths 3, 4, and 5. Once the CNN is trained, we classify new face images by resizing and normalizing them, then applying the learned model to them. We use the Caffe framework [22] to train and test the CNNs.

**A. Method**

For each depth \( d = 3, 4, 5 \), we select uniform random subsets of varying sizes from each training dataset. Since, as noted in Section III-B, a sufficient training sample size which guarantees good generalization is proportional to \( d^4 \), we choose the random training subsets to have sizes \(|S| = \beta \cdot d^4 \) for different values of \( \beta \). Then, for each depth, dataset, and training subset size, we train a CNN (starting from a random weight initialization) until we reach a training error \( \hat{e}_S(c) < 0.05 \). We then test the resulting CNN on a testing set \( T \) in order to estimate \( e_T(c) \). For the case when the testing and training distributions are the same, we perform 5-fold cross-validation using the protocol specified in [23] for LFW and GROUPS, and five random splits for Facetracer. We also perform cross-dataset testing, training on subsets of one dataset and testing on the other two.
Fig. 2. Generalization performance of CNNs trained and tested on LFW (top) and GROUPS (bottom) for varying training set sizes. For a fixed generalization performance, deeper networks require more training data.

Fig. 3. Generalization performance of CNNs of depths 3 (top) and 4 (bottom) trained and tested on the same datasets. Other than the training set size, factors such as the training distribution affect generalization performance.

B. Architectures

As mentioned in section II, each convolutional layer of the CNN is composed of a filter bank sublayer, a rectification sublayer, a pooling and subsampling sublayer, and a local contrast normalization sublayer. All pooling sublayers are max-pooling and use $3 \times 3$ windows. All local contrast normalization sublayers use $5 \times 5$ windows, except for the first one, which uses $7 \times 7$ windows. The first layer’s filter bank sublayer consists of a $15 \times 15$ convolution mask applied every 3 pixels, resulting in 96 feature maps. The second filter bank sublayer has $5 \times 5$ convolution filters with 256 output maps. The third (and, when needed, fourth and fifth) sublayer uses $3 \times 3$ kernels with 384 feature map outputs.

The convolutional layers are followed by three fully connected layers. The first two have 4096 outputs and are each followed by rectification and a 50% dropout. The last fully connected layer has two outputs. We do not attempt to optimize the architecture of the CNNs and keep it fixed in the experiments, only varying the convolutional depth $d$.

C. Results

Since the designed CNNs have different training errors, comparing their testing accuracies would not be very informative. Instead, we consider the difference between the testing and training errors. When dataset $D_1$ is used for training and dataset $D_2$ for testing, we denote this difference by $\Delta_{D_1,D_2}$.

1) Same training and testing distribution: In the case of the same training and testing distribution, we take the average across the five cross-validation tests. In general, and as expected, we notice that $\Delta_{D_1,D_1}$ decreases with the training set size. For instance, Figure 2 plots, for depths $d = 3, 4, 5$, $\Delta_{LFW,LFW}$ and $\Delta_{GROUPS,GROUPS}$ vs. the training set size $|S|$ (in logscale). We note that, when plotted against $|S|$, $\Delta_{LFW,LFW}$ behaves similarly for depths 3 and 4, and the CNNs actually achieve good generalization performance for relatively small training set sizes. For example, to have $\Delta_{LFW,LFW} \leq 0.05$, $|S|$ should only be greater than about 1500. This is much smaller than the bound given in Theorem 1 which is actually very large (in fact, even for $d = 1$, $q(1)$ is larger than the total number of images in GROUPS and Facetracer). It also seems to be the same for both $d = 3$ and $d = 4$, which is contrary to what was expected. For $d = 5$, slight over-fitting seems to take place, and larger training set sizes are needed to achieve similar generalization performance as in shallower networks. As seen in the bottom plot, we observe a similar behavior with GROUPS but the over-fitting is apparent starting from $d = 4$. As previously mentioned, while shown to be tight in Theorem 2, bounds based on the VC dimension tend to be very large as they provide generalization performance guarantees regardless of the underlying probability distribution on the training and testing examples, and of the training algorithm used [15]. In fact, Figure 3 shows that while the CNN performance does generally improve with larger training sets, other aspects,
especially the sample distribution, have a considerable effect. For example, the results seem to suggest that CNNs perform better on LFW gender classification than on GROUPS gender classification. The training algorithm is also important as it can restrict the set of realizable CNNs to a subset of $C^d$. Our training uses dropout in the fully connected layers. Dropout is a very well known technique to reduce overfitting in deep neural networks [24]. However, CNNs with dropout and without dropout have the same VC dimension and therefore share the same bounds in Theorem 1. Since dropout has become almost standard in state-of-the-art CNN implementations, we chose to only carry out experiments using it. However, we naturally expect the over-fitting behavior to be much more prominent for deep CNNs which do not use dropout.

2) Different training and testing distributions: Theorem 3 suggests that more training samples are needed for cross-dataset testing in order to achieve the same generalization performance compared to when the training and testing samples have the same distribution. This is shown to be clearly the case in Figure 4. In the top figure, we see that, for depth 3, to achieve $\Delta_{D1,D2} < 0.2$, for $D2 = \text{Facetracer}$, we need $|S|$ to be greater than 105, 1000, and 1300, for $D1 = \text{Facetracer}$, LFW, and GROUPS, respectively. Figure 4 also shows that training using the LFW dataset seems to be more “relevant” for testing on Facetracer. This suggests that the variation divergence $\tau$ between the underlying distributions of Facetracer images and LFW images could be smaller than that between the distributions of Facetracer and GROUPS images. However, $\tau$ cannot be accurately estimated from finite samples of distributions [18]. We therefore seek a different approach to quantifying the distance between the distributions. We consider the method proposed in [25] to estimate the KL divergence between distributions based on $k$-th nearest neighbor distances. The KL divergence is a non-symmetric measure of the difference between two probability distributions. According to [25], given $\{X_1, \ldots, X_m\}$ and $\{Y_1, \ldots, Y_p\}$-$n$-dimensional samples drawn according to two distributions $D_1$ and $D_2$, respectively, the KL divergence estimate is given by:

$$
\hat{D}(D_1||D_2) = \frac{n}{m} \sum_{i=1}^{m} \ln \frac{\nu_k(i)}{\rho_k(i)} + \ln \frac{p}{m-1},
$$

where $\nu_k(i)$ is the distance between $X_i$ and its $k$-th nearest neighbor in $\{Y_j\}$, and $\rho_k(i)$ is the distance between $X_i$ and its $k$-th nearest neighbor in $\{X_j\}_{j\neq i}$. The choice of $k$ trades off bias and variance. While it is true that the number of images available is relatively small compared to their dimension (64x64x3) and therefore, the KL divergence estimates are not very accurate, we notice that both $\hat{D}(D_\text{Facetracer}||D_\text{LFW})$ and $\hat{D}(D_\text{LFW}||D_\text{Facetracer})$ are consistently smaller (by a factor of around 3) than $D(D_\text{Facetracer}||D_\text{GROUPS})$ and $D(D_\text{GROUPS}||D_\text{Facetracer})$ for different values of $k$ ranging from 1 to 10. This difference could explain why, when tested on Facetracer, CNNs trained using LFW perform better than those trained using GROUPS.

In the bottom plot of Figure 4, we notice an over-fitting trend for the cross-dataset case at depth 4. This is in contrast with the findings when the training and testing samples have the same distribution. We investigate this on a different dataset (LFW) and across depths 3, 4 and 5. The results are shown in Figure 5. In the top figure, we see that the generalization performance tends to become worse as the depth increases, especially for models trained on GROUPS. In the bottom figure, the x-axis is changed to $\beta$ (where $|S| = \beta \cdot d^4$) and we notice that for large $\beta$ (> 10), models trained on GROUPS behave similarly across depths. This means that, if to achieve a certain generalization performance, a training set size $\beta \cdot d^4$ is needed for CNNs of depth 3, then approximately $\beta \cdot 4^4$ and $\beta \cdot 5^4$ training samples are needed to achieve the same level of performance for CNNs of depths 4 and 5, respectively. It seems that, in this case, the number of samples needed for good generalization scales with $d^4$ as predicted by the theoretical bound (albeit with a smaller multiplicative constant). We found similar trends when testing on the GROUPS and Facetracer datasets but the plots are omitted due to space limitations.

V. CONCLUSION

In this paper, we extended various statistical learning theorems to characterize the relationship between the depth of a CNN, the size of the training set, and the generalization performance. We proved that whenever the training and testing distributions are the same, if the training set size is some constant times $d^4$, then the CNN will, with high probability, exhibit good generalization. We also showed that this bound increases when the training and testing distributions are different, and characterized it as a function of the variation divergence between the distributions. We then implemented deep CNNs for the problem of gender recognition on three well-known
datasets. We empirically demonstrated that over-fitting tends to occur for very deep networks, which require larger training sets to achieve generalization performance similar to shallower versions. This is especially the case when the training and test sets originate from different datasets. The generalization performance tends to become worse as the depth increases. The $d^4$ relationship described in Theorem 1 is apparent in the bottom figure.
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