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Abstract

Modeling multi-agent systems on networks is a fundamental challenge in a wide variety of
disciplines. We jointly infer the weight matrix of the network and the interaction kernel, which
determine respectively which agents interact with which others, and the rules of such interac-
tions, from data consisting of multiple trajectories. The estimator we propose leads naturally
to a non-convex optimization problem, and we investigate two approaches for its solution: one
is based on the alternating least squares (ALS) algorithm; another is based on a new algorithm
named operator regression with alternating least squares (ORALS). Both algorithms are scal-
able to large ensembles of data trajectories. We establish coercivity conditions guaranteeing
identifiability and well-posedness. The ALS algorithm appears statistically efficient and robust
even in the small data regime, but lacks performance and convergence guarantees. The ORALS
estimator is consistent and asymptotically normal under a coercivity condition. We conduct
several numerical experiments ranging from Kuramoto particle systems on networks to opinion
dynamics in leader-follower models.
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1 Introduction
Interaction topology plays an important role in the dynamics of many multi-agent systems, such as
opinions on social networks, flows on electric power grids or airport networks, or the abstract space
meshes in numerical computations [BLM`06,TJP03,OSFM07,PM21,WPC`20]. Therefore, it is of
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paramount interest to learn such systems from data.
We consider a heterogeneous dynamical system with N interacting agents on a graph: let G “

pV,E,aq be a graph with weight matrix a “ paijq P r0, 1s
NˆN and aij ą 0 iff pi, jq P E, and at

each vertex i P rN s :“ t1, . . . , Nu there is an agent with a state represented, at time t, by a vector
Xi
t P Rd. Suppose that the evolution of the state pXi

tqiPrNs P RNˆd of the system at time t is
governed by the system of ODEs/SDEs:

Sa,Φ : dXi
t “

ÿ

j‰i

aijΦpX
j
t ´X

i
tqdt` σdW

i
t , i “ 1, . . . , N , (1.1)

where we write
ř

j‰i to denote
ř

jPrNsztiu. The interaction kernel Φ : Rd Ñ Rd determines the
interaction laws, which, crucially, apply only when aij is strictly positive. The random initial
condition pXi

t0qiPrNs is sampled from a probability measure µ on RNˆd. The forcing term pW i
t qiPV is

an RNˆd-valued standard Brownian motion. The diffusion coefficient σ is a constant; the system is
deterministic when σ “ 0 and stochastic when σ ą 0. Various normalizations of the weight matrix
exist. For example, one may consider an unweighted graph G “ pV,E,Aq with a binary matrix
with aij P t0, 1u denoting the connection or disconnection between node i and node j; one may also
consider a normalization by letting aij “

1
|Ni|aij , where the set Ni “ tj P V : pj, iq P E, j ‰ iu is

the directed neighborhood of vertex i in the graph G, consisting of those vertices that can influence
i when aij “ 1. These normalizations become important when one studies the mean-field limit
N Ñ `8, see, e.g., [LRW23] and references therein. In this study, we will normalize the rows of a
in `2, but both theory and algorithms are unaffected by this choice and apply to other normalizations.

We study the following statistical inference problem: given knowledge of the general form of
System (1.1) and multi-trajectory data of the system, jointly estimate the unknown weight matrix
a and the interaction kernel Φ.

This joint estimation is a nonlinear inverse problem, since the data depends on the product of
the two unknowns a and Φ in (1.1). The two unknowns play significantly different roles in the
dynamics: a encodes the geometry of the space on which the agents are allowed to interact and
has no structure nor symmetries; meanwhile, Φ is the law for all interactions, which is a common
structure that will enable to tackle the task without requiring an excessive number of observations.

When the graph is complete and undirected, i.e., aij ”
1
N for all pi, jq, we have homoge-

neous interactions. In this case, the learning of radial interaction kernels Φ in the form Φpx, yq “
φp|x´y|q x´y

|x´y| has been systematically studied in [LZTM19,LMT21a,LMT21b,LLM`21] and gener-
alized to second-order systems and non-radial interaction kernels [MTZM23], and even to interaction
kernels whose variables are learned [FMMZ22]. Generally, when the graph is directed and incom-
plete with a general weight matrix, we have heterogeneous interactions. These graphs arise in various
applications, for example, when the agents’ interactions are constrained (e.g., on a fixed commu-
nication/social network), or when agents have different influence power (e.g., leaders/followers in
a social network, websites, airport hubs with low/high connectivity, etc...). The learning of the
interaction kernel from a single trajectory, assuming knowledge of the underlying network, has been
studied in [ASM22]. Another related problem is estimating the graph underlying linear Markovian
dynamics on the graph when only sparse observations in space and time are given [CK22]. However,
none of these works address the joint estimation problem.
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1.1 Problem setup

We assume that the weight matrix a is in the admissible set

M :“

"

a “ paijq P r0, 1s
NˆN : @i P rN s aii “ 0 , |ai¨|

2 :“ }ai¨}
2
`2 “

N
ÿ

j“1

a2
ij “ 1

*

. (1.2)

This removes a trivial issue in the identifiability of pa,Φq due to rescaling: pa,Φq can be replaced by
pλa, λ´1Φq in (1.1), for any λ ą 0, without changing the trajectories, and therefore the observations.
The choice of the `2 normalization is not essential in our analysis and algorithms; other norms, such
as the `1-norm or the Frobenius norm, may be used depending on the modeling assumptions.

In this work, we restrict our attention to parametric families of interaction kernels: we estimate
the coefficient c “ pc1, . . . , cpq P Rp of the kernel Φpxq “

řp
k“1 ckψkpxq under a given set of basis

functions tψku
p
k“1. However, we don’t require the true interaction kernel to be in the hypothesis

space H :“ spantψku
p
k“1, and our estimator is robust to mis-specification of basis functions with

regularization.
We let Xt :“ pX1

t , . . . , X
N
t q P RNˆd be the state vector, 9W :“ rdW i

t si P RNˆd be the white
noise in the forcing term, and BpXtqi :“

`

ψkpX
j
t ´Xi

tq
˘

j,k
P RNˆ1ˆdˆp for each i P rN s. We can

then rewrite (1.1) in tensor form:

Sa,c : 9Xt “ aBpXtqc` σ 9W “
`

ai¨BpXtqic
˘

iPrNs
` σ 9W , where

ai¨BpXtqic “
ÿ

j‰i

aij

p
ÿ

k“1

ψkpX
j
t ´X

i
tqck P Rd , i P rN s,

(1.3)

with ai¨ is the i-th row of the matrix a. We summarize the notation in Table 1.

Problem statement. Our goal is to jointly estimate the weight matrix a and the coefficient
vector c, and therefore the interaction kernel Φ, given

Data: tXm
t0:tL

uMm“1, where t0 : tL denotes pt0, t1, t2, . . . , tLq , with tl “ l∆t , (1.4)

i.e., observations of the state vector at discrete times along multiple-trajectories indexed by m,
started from initial conditions Xm

t0 sampled from µbN , where µ is a distribution on Rd. We let
T “ tL and t0 “ 0.

Table 1: Notations for the indices, vectors, and arrays in the system.

rN s : index set t1, . . . , Nu Xt “ pX
1
t , . . . , X

N
t q P RNˆd: state vector at time t

i, j P rN s: index for agents a P RNˆN : graph weight matrix
k P rps: index for basis of kernel c P Rpˆ1: coefficient vector of K on a basis tψku
m P rM s: index for samples BpXtq “

`

ψkpX
j
t ´X

i
tq
˘

j,i,k
P RNˆNˆdˆp: basis array

l P rLs: index of time instants } ¨ }F : the Frobenius norm of a matrix
| ¨ |: the Euclidean norm of a vector Vec : RNˆp Ñ RNpˆ1 is the vectorization operation.

* We use letters for vectors, bold letters for arrays/matrices of dimension dependent on N , and calligraphic letters
for operators.
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1.2 Proposed estimator: scalable algorithms, identifiability, and convergence

Our estimator of the parameter pa, cq is a minimizer of a loss function EL,M :

ppa,pcq “ arg min
pa,cqPMˆRp

EL,M pa, cq, with EL,M pa, cq :“
1

MT

L´1,M
ÿ

l“0,m“1

›

›∆Xm
tl
´ aBpXm

tl
qc∆t

›

›

2

F
, (1.5)

where M is the admissible set defined in (1.2) and } ¨ }F denotes the Frobenuous norm on RNˆd.
Here ∆Xtl “ Xtl`1

´Xtl ; if the system were deterministic (σ “ 0) and we had observations of 9Xtl ,
we use these instead. This loss function comes from the differential system (1.3): its scaled version
p∆tq´1EL,M pa, cq is the mean square error between the two sides of the system when σ “ 0; it is the
scaled log-likelihood ratio (up to a constant independent of the data trajectories) for the stochastic
system when σ ą 0.

The loss function EL,M is non-convex in pa, cq, but quadratic in either a or c separately; the
optimization landscape may have multiple local minima. This joint estimation problem is closely
related to compressed sensing and matrix sensing as elaborated in seminal works including [Can08,
CR09,CT10,RFP10,GJZ17,ZSL19]. The array tBpXm

tl
qu plays the role of sensing linear operator

for the unknowns a and c. Diverging from the conventional framework of matrix sensing, where
the entries of the sensing matrix are typically independent, the entries of BpXm

tl
q are correlated,

depending on the dynamics and the basis functions. Furthermore, here we have the additional
constraint that the entries of the weight matrix a are nonnegative. These differences can lead to
multiple local minima for the loss function EL,M , even in the limitM Ñ8, posing a risk for methods
such as deterministic gradient descent.

We introduce coercivity conditions in Section 2.2.1, key properties in the learning theory of
interaction kernels (see, for example, [LMT21a,LMT21b,LLM`21]) that guarantee the identifiability
of the parameters and the well-posedness of the inverse problem. The coercivity conditions are
closely related to the Restricted Isometry Property (RIP) conditions in matrix sensing.

We consider two efficient algorithms for computing the estimator. The first one is based on
classical alternating minimization over a and c, and since such minimization steps lead to least
squares problems, this corresponds to Alternating Least Squares (ALS) [KDL80]. The second one,
called ORALS, is based on first an Operator Regression, which estimates product matrices of a and
c, and then uses ALS on much simpler matrix factorization problems to obtain the factors a and c
from the estimated products.

The number of parameters pa, cq to be estimated is N2`p, and the number of scalar observations
is MLNd. Ideally, an estimator will perform well when MLNd Á N2 ` p. This is, however, quite
optimistic in general, as we have independence of the observations in M , but not in L or N or
d; the dependency in L is dependent on the dynamics of the system, as more observations on a
longer interval of time may not add information useful to the estimation, for example, depending
on whether the system is ergodic or not. Thus, a more realistic expectation for the minimal sample
requirements is M « N2`p, which we call the critical sampling regime. The estimator constructed
by ALS shows nearly ideal estimation performance in this critical sample size regime, but it lacks
a theoretical justification for such performance, and even for its convergence. ORALS appears to
perform comparably well only in the large sample regime M Á N2p, but we are able to analyze its
performance as M Ñ8, proving convergence and even asymptotic normality.

1.3 Extensions

General pairwise interaction kernels. Our estimators and algorithms are immediately appli-
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cable to general interaction kernels in the form ΦpXj , Xiq (or on a variety of variables, as in the
Euclidean settings considered in [MTZM23]), since the estimation is parametric. The theoretical
analysis can also be generalized in this direction by suitably modifying the coercivity conditions
that are crucial in proving the estimator’s uniqueness and well-posedness.
Nonparametric estimation. In this study, we consider the parametric estimation, where Φ is ap-
proximated on the finite-dimensional hypothesis space H “ tψkupk“1. For nonparametric estimation,
the dimension of the hypothesis space must adaptively increase with the number of observations.
Algorithmically, this is a direct extension of this work, but its analysis, particularly the optimal con-
vergence rate, is more involved and not developed here; see [LZTM19,LMT21a,LMT21b,LLM`21]
for the case of particles in Euclidean space.
Agents of different types. In many applications, there are different types of agents, for example,
different types of cells or genetic genes in biology, prey and predators in ecological models, leaders
and followers in social networks, and so on. The model we introduce above may be generalized to
some of these settings, by considering a system with Q types of agents and corresponding interaction
kernels pΦqq

Q
q“1, where the type of agent i is denoted by κpiq, and governing equations

S
a,pΦqq

Q
q“1,κ

: dXi
t “

ÿ

j‰i

aijΦκpiqpX
j
t ´X

i
tqdt` σdW

i
t , i P rN s . (1.6)

We tackle here the challenging problem where the type κ of each agent is not known, and it needs
to be estimated together with the weight matrix a and the interaction kernels φ1, . . . , φQ. We
introduce a three-fold ALS algorithm to solve this problem; see Section 4.3.

2 Construction and analysis of the estimator, via ALS and ORALS
We detail the two algorithms we propose for constructing the estimator in (1.5): an Alternating
Least Squares (ALS) approach and a new two-step algorithm based on Operator Regression followed
by an Alternating Least Squares (ORALS), present their theoretical guarantees with new coerciv-
ity conditions, and discuss their computational complexity. ALS is computationally efficient, with
well-conditioned matrices as soon the number of observations is comparable to the number of un-
known parameters pa, cq, but with weak theoretical guarantees. ORALS is amenable to theoretical
analysis, achieving consistency and asymptotic normality, albeit at a somewhat higher (in N and
p) computational cost. We will further examine their numerical performance in the next section.

2.1 Two algorithms: ALS and ORALS

2.1.1 Alternating Least Squares (ALS)

The ALS algorithm exploits the convexity in each variable by alternating between the estimation
of the weight matrix a and of the coefficient c while keeping the other fixed:
Inference of the weight matrix. Given an interaction kernel, represented by the corresponding
set of coefficients c, we estimate the weight matrix a by directly solving the minimizer of the
quadratic loss function with c fixed, followed by row-normalizing the estimator. For every i P rN s,
we obtain the minimizer (with aii “ 0) of the loss function EL,M pa, cq in (1.5) with c fixed by solving
∇ai¨EL,M pa, cq “ 0, which is a linear equation in ai¨:

pai¨AALS
c,M,i :“ pai¨prBpX

m
tl
qisl,mcq “ rp∆Xm

tl
qisl,m{∆t , i P rN s, (2.1)

where rBpXm
tl
qisl,m P RNˆpdLMqˆp, AALS

c,M,i :“ rBpXm
tl
qisl,mc P RNˆpdLMq and r∆Xm

tl
sl,m P RNˆdLMN

are obtained by matrix-vector multiplication of the appropriate tensor slices by c. We solve this
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procedure ALS_IPSonGraph(tXm
t0:tLu

M
m“1, tψku

p
k“1, ε, nmaxiter)

Construct the arrays tBpXm
tl
qul,m and t∆Xm

tl
u in (1.5) for each trajectory.

Randomly pick an initial condition pc0.
for τ “ 1, . . . , nmaxiter do

Estimate the weight matrix paτ by solving (2.2) with c “ pcτ´1, by nonnegative least squares,
followed by a row normalization.
Estimate the parameter pcτ by solving (2.1) with a “ paτ , by least squares.
Exit loop if ||pcτ ´ pcτ´1|| ď ε||pcτ´1} and ||paτ ´ paτ´1|| ď ε||paτ´1||.

return pcτ , paτ .

Algorithm 1: ALS: alternating least squares

linear system by least squares with nonnegative constraints [LH95, Chapter 23], since a PM implies
that the entries of a are nonnegative, followed by a normalization in `2-norm to obtain an estimator
pai¨ in the admissible setM defined in (1.2).
Estimating the parametric interaction kernel. In this step, we estimate the parameter c by minimiz-
ing the loss function EL,M pa, cq in (1.5) with a fixed weight matrix a estimated above, by solving
the least squares problem

AALS
a,M pc :“ raBpXm

tl
qsl,mpc “ r∆Xm

tl
sl,m{∆t , (2.2)

where AALS
a,M :“ raBpXm

tl
qsl,m P RdLMNˆp is again obtained by stacking in a block-row fashion and

AALS
a,M,i :“ raBpXm

tl
qisl,m.

We alternate these two steps until the updates to the estimators are smaller than a tolerance
threshold ε or until maximal iteration number nmaxiter is reached, as in Algorithm 1.

2.1.2 Operator Regression and Alternating Least Squares (ORALS)

ORALS divides the estimation into two stages: a statistical operator regression stage and a de-
terministic alternating least squares stage. The first stage estimates the entries of the matrices
taT
i,¨c

T P RpN´1qˆpuNi“1 (excluding the zero entries aii) by least squares regression with regulariza-
tion. It is called operator regression because we view the data as the output of a sensing operator
over these matrices. After this step, a deterministic alternating least squares stage jointly factorizes
these estimated matrices to obtain the weight matrix a and the coefficient c.
Operator Regression stage. Consider the arrays tZi “ aT

i,¨c
T P RpN´1qˆpuNi“1 treated as vectors in

RpN´1qpˆ1, that is, zi “ VecpZiq “ pai,1c1, . . . ,ai,1cp,ai,2c1, . . . ,ai,2cp, . . .q
T P RpN´1qpˆ1 for each i.

They are solutions of the linear equations with sensing operators Ai,M “ rAisl,m P RdMLˆpN´1qp:

Ai,Mzi “ rAisl,mzi :“ rpaBpXm
tl
qc∆tqisl,m “ rp∆Xm

tl
qisl,m , i P rN s, (2.3)

where, as usual, r¨sl,m denotes stacking block rows. With the above notation, we can write the loss
function in (1.5) as

ppz1,M , . . . , pzN,M q “ arg min
z1,...,zN

EL,M pz1, . . . , zN q :“
1

ML

L,M,N
ÿ

l,m,i“1

ˇ

ˇrp∆Xmqisl,m ´ rAisl,mzi
ˇ

ˇ

2 (2.4)

and obtain tpzi,Mu by solving this least squares problem for each i P rN s.
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Deterministic ALS stage. The rows of a and the vector c are estimated via a joint factorization of
the matrices of the estimated vectors tpzi,Mu, denoted by pZi,M , with a shared vector c:

ppaM ,pcM q “ arg min
aPM, c PRp

Epa, cq :“
N
ÿ

i“1

›

›

›

pZi,M ´ aT
i,¨c

T
›

›

›

2

F
, (2.5)

where M is the admissible set in (1.2). A deterministic alternating least squares algorithm solves
this problem: we first estimate each row of a by nonnegative least squares and then estimate c
using all the estimated a with row-normalization. We iterate them for two steps, starting from pc0

obtained from rank-1 singular value decomposition, as in Algorithm 2. Numerical tests show that
two iteration steps are often sufficient to complete the factorization, and the result is robust for
more iteration steps.

Theorem 2.7 shows that the estimator obtained by ORALS is consistent and, in fact, asymptot-
ically normal under a suitable coercivity condition.

procedure ORALS_IPSonGraph(tXm
t0:tLu

M
m“1, tψku

p
k“1)

Construct the sensing operators Ai,M (from the arrays tBpXm
tl
qul,m) and t∆Xm

tl
u in (2.3) for each

trajectory.
Solve the vector pzi,M ’s in (2.4) by least squares with regularization; and transform them into matrices

pZi,M .
Factorize each matrix pZi,M . Set the initial condition pc0 to be the first right singular vector.
for τ “ 1, 2 do

Estimate the weight matrix paτ by solving (2.5) with c “ pcτ´1 by nonnegative least squares,
followed by a row normalization.
Estimate the parameter pcτ by solving (2.5) with a “ paτ by least squares.

return pcτ , paτ .

Algorithm 2: ORALS: Operator Regression and Alternating Least Squares.

2.2 Theoretical guarantees

Three fundamental issues in our inference problem are (i) the identifiability of the weight matrix
and the interaction kernel, i.e., the uniqueness of the minimizer of the loss function; (ii) the well-
posedness of the inverse problem in terms of the condition numbers of the regression matrices in
the ALS and ORALS algorithms, and (iii) the convergence of the estimators as the sample size
increases. We address these issues by introducing coercivity conditions in the next section.

Here, we say the true parameter pa˚,Φ˚q is identifiable if it is the unique zero of the loss function
in the large sample limit

EL,8pa, φq “
1

L

N
ÿ

i“1

L´1
ÿ

l“0

E
„ˇ

ˇ

ˇ

ˇ

ÿ

j‰i

raijΦprijptlqq ´ a˚ijΦ˚prijptlqqs

ˇ

ˇ

ˇ

ˇ

2

,

when the data has no noise and when the model is deterministic. We say the inverse problem is
well-posed if the estimator is robust to noise.

2.2.1 Exploration measure

We define a function space L2pρLq for learning the interaction kernel, where ρL is a probability
measure that quantifies data exploration to the interaction kernel. Let

rijptlq :“ Xj
tl
´Xi

tl
and rmij ptlq :“ Xj,m

tl
´Xi,m

tl
. (2.6)
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These pairwise differences trmij ptlqu are the independent variable of the interaction kernel. Thus, we
define ρL as follows.

Definition 2.1 (Exploration measure) With observations ofM trajectories at the discrete times
ttlu

L´1
l“0 , we introduce an empirical measure, and its large sample limit, on Rd, defined as

ρL,M pdrq :“
1

pN ´ 1qNLM

L´1
ÿ

l“0

M
ÿ

m“1

ÿ

1ďi‰jďN

δrmij ptlqpdrq, (2.7)

ρLpdrq :“
1

pN ´ 1qNL

L´1
ÿ

l“0

ÿ

1ďi‰jďN

Erδrijptlqpdrqs , (2.8)

where
ř

1ďi‰jďN stands for
řN
i“1

řN
j“1,j‰i.

The empirical measure depends on the sample trajectories, but ρL is the large sample limit, uniquely
determined by the distribution of the stochastic process Xt0:tL´1 , and hence data-independent.

2.2.2 Two coercivity conditions

We introduce two types of coercivity conditions to ensure the identifiability and the invertibility of
the regression matrices in ALS and ORALS. The first one is a joint type, including two coercivity
conditions. We call them rank-1 and rank-2 joint coercivity conditions, which guarantee that the
bilinear forms defined by the loss function in terms of either the kernel or the weight matrix are
coercive (recall that a bilinear function fpx, yq is coercive in a Hilbert space H if fpx, xq ě c}x}2H
for any x P H [Lax02]).

Definition 2.2 (Joint coercivity conditions) The system (1.1) is said to satisfy a rank-1 joint
coercivity condition on a hypothesis function space H Ă L2pρLq with constant cH ą 0 if for all
Φ P H and all a PM,

1

L

L´1
ÿ

l“0

E
„ˇ

ˇ

ˇ

ˇ

ÿ

j‰i

aijΦprijptlqq

ˇ

ˇ

ˇ

ˇ

2

ě cH|ai¨|
2}Φ}2ρL , @ i P rN s . (2.9)

Moreover, we say system (1.1) satisfies a rank-2 joint coercivity condition on H if there exists a
constant cH ą 0 such that for all Φ1,Φ2 P H with xΦ1,Φ2yL2pρLq “ 0, and all ap1q,ap2q PM,

1

L

L´1
ÿ

l“0

E
„ˇ

ˇ

ˇ

ˇ

ÿ

j‰i

ra
p1q
ij Φ1prijptlqq ` a

p2q
ij Φ2prijptlqqs

ˇ

ˇ

ˇ

ˇ

2

ě cH

”

|a
p1q
i¨ |

2}Φ1}
2
ρL
` |a

p2q
i¨ |

2}Φ2}
2
ρL

ı

,@i P rN s .

(2.10)

Note that (2.10) implies (2.9) by taking Φ2 “ 0.
The rank-1 joint coercivity condition (2.9) ensures that the regression matrices in any iteration

of ALS are invertible with the smallest singular values bounded from below; see Proposition 2.6.
However, it does not guarantee identifiability. The stronger rank-2 joint coercivity condition (2.10)
does provide a sufficient condition for identifiability:

Proposition 2.3 (Rank-2 Joint coercivity implies identifiability) Let the true parameters be
a˚ P M and Φ˚ P Hzt0u Ă L2

ρ. Assume the rank-2 joint coercivity condition holds with cH ą 0.
Then, we have the identifiability, namely, pa˚,Φ˚q is the unique solution to EL,8pa,Φq “ 0.
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The proof can be found in Appendix A.1.
The joint coercivity conditions may be viewed as extensions of the Restricted Isometry Property

(RIP) in matrix sensing [RFP10] to our setting of joint parameter-function estimation. They corre-
spond to the lower bounds in the RIP conditions. However, as noted in [BR17,GJZ17,LS23,CLP22],
a relatively small RIP constant, corresponding to a large coercivity constant cH in our setting, is
necessary for an optimization algorithm to attain the minimizer. This, however, is often not the
case in our setting; see the discussion in Appendix C.

We introduce another coercivity condition, called the interaction kernel coercivity condition,
which also guarantees identifiability and well-posedness. It ensures the invertibility of the regression
matrix in ORALS with a high probability when the sample size is large. As a result, it ensures
the uniqueness of the minimizer of the loss function and, therefore, the identifiability of both the
weight matrix and the kernel since the second stage in ORALS is similar to a rank-1 factorization
of a matrix, which always has a unique solution.

Definition 2.4 (Interaction kernel coercivity condition) The system (1.1) satisfies an inter-
action kernel coercivity condition in a hypothesis function space H Ă L2pρLq with a constant
c0,H P p0, 1q, if for each Φ P H and all i P rN s

1

LpN ´ 1q

L´1
ÿ

l“0

ÿ

j‰i

Ertr CovpΦprijptlqq | F il qs ě c0,H}Φ}
2
ρL
, @Φ P H, (2.11)

where F il :“ FpXtl´1
, Xi

tl
q is the σ-algebra generated by pXtl´1

, Xi
tl
q. Here tr CovpΦprijptlqq | F il q is

the trace of the covariance matrix of the Rd-valued random variable Φprijptlqq conditional on F il .

Condition (2.11) is inspired by the well-known De Finetti theorem (e.g., [Kal05, Theorem 1.1]),
which shows that an exchangeable infinite sequence of random variables is conditionally independent
relative to some latent variable. This condition holds, for example, when L “ 1 and the components
tXiuNi“1 are independent, because rij “ Xj ´ Xi and rij1 “ Xj1 ´ Xi are pairwise independent
conditioned on Xi; see [WSL23, Section 2] for a discussion in the case of radial interaction kernels.

The interaction kernel coercivity condition implies the joint coercivity conditions; see Proposition
A.1. We verify it in an example of Gaussian distributions in Proposition A.4. The rank-1 joint
coercivity condition can also be viewed an extension of the classical coercivity condition in [BFHM16]
and [LLM`21, Definition 1.2], which was introduced for homogeneous systems (with a ” 1 except
for 0’s on the diagonal) with radial interaction kernel, i.e., Φpxq “ Φ̃p|x|q x

|x| . For homogeneous
systems, we present a detailed discussion on the relation between these conditions in Section A.5.

2.2.3 Coercivity and invertibility of normal matrices

We show that coercivity conditions imply that the normal matrices in ORALS and ALS are non-
singular, with their eigenvalues bounded from below by a positive constant, with a high probability.
We consider hypothesis spaces satisfying the following conditions.

Assumption 2.5 (Uniformly bounded basis functions) The basis functions of the hypothesis
space H “ spantψ1, ¨ ¨ ¨ , ψpu are orthonormal in L2pρLq and uniformly bounded, i.e., supkPrps }ψk}8
ď LH.

The next proposition shows that the smallest singular values of the matrices in ORALS and ALS
are bounded from below by the coercivity constants with high probability (w.h.p.), guaranteeing
that they are well-conditioned. We defer its proof to Appendix A.2.
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Proposition 2.6 Assume tψkukPrps satisfy Assumption 2.5 and H “ spantψkukPrps. Then:

(i) under the kernel coercivity condition (2.11), the matrix in the Operator Regressions stage of
ORALS is well-conditioned: for each i P rN s, the matrix Ai,M in (2.3) satisfies 1

M σ
2
minpErAi,M sq

ą cH; moreover, for ε ą 0 and any M ,

P
"

1

M
σ2

minpAi,M q ą cH ´ ε

*

ě 1´ 2pN exp

ˆ

´
Mε2{2

2ppNL2
Hq

2 ` pNL2
Hε{3

˙

; (2.12)

(ii) under the rank-1 joint coercivity condition (2.9), the matrices in the least squares problems in
the ALS algorithm are well-conditioned:

(a) in the estimation of ai with a given nonzero c P Rp, we have that 1
M σ

2
minpErAALS

c,M,isq ě

cH||c||
2 for each i P rN s and the matrix in (2.1) is well-conditioned. Moreover, for any

M and ε ą 0,

P
"

1

M
σ2

minpAALS
c,M,iq ě cH}c}

2 ´ ε

*

ě 1´ 2N exp

ˆ

´
Mε2{2

ppL2
Hq

2 ` pL2
Hε{3

˙

; (2.13)

(b) in the estimation of c P Rp with a given a with }ai} “ 1, we have that 1
M σ

2
minpErAALS

a,M,isq ě

cH for each i P rN s and the matrix in (2.2) is well-conditioned. Moreover, for any M
and ε ą 0,

P
"

1

M
σ2

minpAALS
a,M,iq ě cH ´ ε

*

ě 1´ 2p exp

ˆ

´
Mε2{2

pNL2
Hq

2 `NL2
Hε{3

˙

. (2.14)

Note that already in this result the bounds (2.13), (2.14) for ALS only requireM Á pN2`p2qplogN`
log pq (where p2 may perhaps be replaced by p with more refined arguments, such as the PAC-Bayes
argument applied in the proof of [WSL23, Lemma 3.12]), while the bound (2.12) for ORALS requires
M Á ppNq2 logppNq, in line with our discussion of the expected sample size requirements of ORALS
and ALS.

2.2.4 Convergence and asymptotic normality of the ORALS estimator

Convergence of the ORALS estimator follows from the kernel coercivity condition. We will prove
that the estimator is consistent (i.e., it converges almost surely to the true parameter) and is
asymptotically normal. Here, for simplicity, we consider the case when the data are generated by
an Euler-Maruyama discretization of the SDE (1.3). The case of discrete-time data from contin-
uous paths can be treated by careful examinations of the stochastic integrals and their numerical
approximations, using arguments similar to those in [LMT21b].

Theorem 2.7 Assume tψkukPrps satisfy Assumption 2.5, H “ spantψkukPrps, and that the data
(1.4) is generated by the Euler-Maruyama scheme

∆Xtl :“ Xtl`1
´Xtl “ a˚BpXtlqc˚∆t` σ

?
∆tWl, (2.15)

where a˚ and c˚ are the true parameters, tWlul are independent, with distribution N p0, INdq, and
}pa˚qi}2 “ 1 for each i P rN s. Then we have:

11



(i) The estimator pzi,M in (2.4) is asymptotically normal for each i. More precisely, pzi,M “

zi ` ξi,M , where zi “ VecpZiq, with Zi “ pa˚q
T
i c

T
˚ , and ξi,M is a centered RpN´1qp-valued

random vector s.t.
?
Mξi,M

d
ÝÑ ξi,8 „ N p0, σ2∆tA´1

i,8q.

(ii) Starting from any c0 P Rp such that cT
˚ c0 ‰ 0, the first iteration pcM,1 and second iteration

estimator paM,2 for the deterministic ALS in (2.5) are consistent up to a change of sign and
are asymptotically normal:

?
M rpcM,1 ´ sgnpcT

˚ c0qc˚s
d
Ñ

1

N

N
ÿ

i“1

ξξξT
i pa˚q

T
i ,

?
M rppaM,2

i qT ´ sgnpcT
˚ c0qpa˚q

T
i s

d
Ñ |c˚|

´2rξξξic˚ ´ pa˚qiξξξic˚pa˚q
T
i s,

where the random matrix ξξξi P RpN´1qˆp is the vectorized form of the Gaussian vector ξi,8 in
(i), i.e., ξi,8 “ Vecpξξξiq.

Convergence of the ALS estimator remains an open question. It involves two layers of challenges:
the convergence in the iterations, and the convergence as the sample size increases. The restricted
isometry property (RIP) conditions, typically stronger than the joint coercivity conditions used
here, enable one to construct estimators via provably convergent optimization algorithms from data
of small size [RFP10,BR17,GJZ17,LS23,CLP22]. However, these conditions are rarely satisfied in
our setting.

We summarize in Figure 1 the relations between the coercivity, RIP conditions, and their main
consequences.

Rank 2-Joint
coercivity

Rank 2-RIP
condition

Rank 1-RIP
condition

Rank 1-Joint
coercivity

Kernel
coercivity

ALS well-conditioned
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A
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Figure 1: The coercivity conditions: connections with RIP conditions, identifiability, and well-
conditionedness of ALS and ORALS algorithms.

2.2.5 Trajectory prediction

In the above, we have studied the accuracy of our estimator in terms of the Frobenius norm on the
graph weight matrix and L2pρLq norm on the interaction kernel. Of course, it is also of interest
to ask whether the dynamics generated by our estimated system are close to the ones of the true
system; in particular, whether we can control the trajectory prediction error by the error of the
estimator. The following proposition provides an affirmative answer, similar to the previous results
in [LMT21b, Proposition 2.1].
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Proposition 2.8 (Trajectory prediction error) Let ppa,pcq be an estimator of pa, cq in the system
(1.3), where pa and a are row-normalized. Assume that the basis functions tψku

p
k“1 are in

!

ψ P

C1
b pRdq : }ψ}8 ` }∇ψ}8 ď C0

)

, for some C0 ą 0. Denote by ppXtq0ďtďT and pXtq0ďtďT the
solutions to the systems S

pa,pc and Sa,c associated to ppa,pcq and pa, cq, respectively, starting from the
same initial condition sampled from µ, and driven by the same realization of the stochastic force.
Then,

sup
tPr0,T s

E
”

}pXt ´Xt}
2
F

ı

ď C1T
2e2C1C2T

`

C2}a´ pa}2F ` }pc´ c}
2
2

˘

, (2.16)

with C1 :“ 2pC2
0 and C2 :“ }pc}22 ` }c}

2
2.

2.3 Algorithmic details

2.3.1 Comparison between ALS and ORALS

ALS minimizes, at every iteration, over a and c separately, thereby capturing the joint 2-parameter
structure of the problem. This is crucial to achieve a near-optimal sample complexity of N2 ` p,
up to constants and logarithmic factors, for our estimation problem, as Proposition 2.6 suggested.
Numerical experiments (see, for example, Figure 4) suggest that indeed ALS starts converging to
accurate estimators as soon as the sampling size is about N2 ` p, and that ALS consistently and
significantly outperforms ORALS at small and medium sample sizes. In each of the two steps at
each iteration of ALS, the update of the involved parameter is non-local, making the algorithm
potentially robust to local minima in the landscape of the loss function over pa, cq: we witness paths
of ALS overcoming local minima and bypassing ridges in the optimization landscape to converge to
a global minimizer quickly. The computational cost is smaller than ORALS, especially as a function
of N and p.

A major drawback of ALS is the challenge in establishing global convergence of the iterations,
particularly around the critical sample size, but also for large sample size. Similar problems are
intensively studied in matrix sensing, where certain restricted isometry property conditions and their
generalizations [GJZ17,ZSL19,LS23] are sufficient to ensure the uniqueness of a global minimum or
the absence of local minima. However, these conditions appear not to be satisfied in our setting in
general, and local minima can exist: see, e.g., Figure 17 in Appendix Section C for more detailed
investigations. It remains an open problem to study the convergence of the ALS algorithm in this
new setting.

For the ORALS estimator, Theorem 2.7 guarantees both convergence and asymptotic normality
as the number of paths M goes to infinity; in practice, we observe that ORALS starts constructing
accurate estimators when M Á N2p2. The second step of ORALS is a classical rank-1 matrix
factorization problem: it has an accurate solution robust to the sampling errors in the matrices pZi
estimated in the statistical operator regression stage. These sampling errors can be analyzed with
non-asymptotic bounds by concentration inequalities and asymptotic bounds by the central limit
theorem.

2.3.2 Computational complexity

Table 2 shows the theoretical computational complexity of ALS and ORALS, and Figure 10 in
Section B.1 shows the practical scaling in terms of the two fundamental parameters M and N .
The computational cost is dominated by assembling the regression matrices from the input data,
whereas the solution of the linear equations takes a lower order of computations. Observe that the
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data size is comparable to MLdN , with independence in M but not in L or N , and the number of
parameters being estimated is N2`p. It is natural therefore to assumeM Á N2`p or, perhaps more
optimistically assuming independence in L and N , MLdN Á N2 ` p. In a non-parametric setting,
we would expect p to grow with M (as in [LZTM19,LMT21a,WSL23], where optimal choices of p
are p „ Mα for some α P p0, 1q), so the dependency of the computational complexity on M and
p is of particular interest. The summary of the computational costs is in Table 2, and empirical
measurements of wall-clock time are discussed in Section B.1.

Table 2: Computational complexity of ALS, per iteration, and ORALS. Recall that the size of the
input data is MLdN .

ALS ORALS
Assembling mats/vecs OpMLdN2pq OpMLdN3p2q

Solving OpMLdNpp2 `N2qq OpMLdN3 `N4p3q

Total (if MLd ą N) OpMLdNpp2 `Np`N2qq OpMLdN3 `N4p3q

2.3.3 Ill-posedness and regularization

Robust solutions to least squares problems are crucial for the ALS and ORALS algorithms. When
the matrices in the least squares problems are well-conditioned (i.e., the ratio between the largest
and the smallest positive singular values are not too large), the inverse problem is well-posed, and
pseudo-inverses lead to accurate solutions robust to noise.

However, regularization becomes necessary to obtain estimators robust to noise when the matrix
is ill-conditioned or nearly rank deficient. This happens when the sample size is too small or the basis
functions are nearly linearly dependent. In such cases, numerical tests show that the minimal-norm
least squares method and the data-adaptive RKHS Tikhonov regularization in [LLA22] lead to more
robust and accurate estimators than the pseudo-inverse and the Tikhonov regularization with the
Euclidean norm. See more details in Appendix Section B.2. In this study, we consider only Tikhonov
regularizers that are suitable for least squares type estimators in ALS and ORALS; of course, there
is a very large literature on regularization methods (see, e.g., [EHN96,Han98, CS02,GHN19] and
the references therein).

3 Numerical experiments
We examine the ALS and ORALS algorithms numerically in terms of the dependence of their
accuracy and robustness on each of the following three key parameters: sample size, misspecification
of basis functions, level of observation noise, and strength of the stochastic force.

ALS appears to be particularly efficient and robust, both statistically and computationally, as
soon the number of observations is comparable to the number of unknown parameters pa, cq; and
its estimator converges as sample size increases, although it does not have theoretical guarantees;
ORALS performs as well as ALS in the large sample regime, with estimator converging at the
theoretical rate M´1{2.

The settings of the systems in our experiments are as follows. There are N “ 6 agents in
a relatively sparse network in which each agent is influenced by |Ni| ” 2 other agents, selected
uniformly at random. The non-zero off-diagonal entries of the weight matrix are randomly sampled
independently from the uniform distribution in r0, 1s followed by a row-normalization, i.e., aij P
r0, 1s, aii “ 0, and

řN
j“1 a

2
ij “ 1 for each i P rN s. The state vector Xi

t is in Rd with d “ 2. The
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interaction potential is a version of the Lennard-Jones potential Φpxq “ φp|x|q x
|x| with a cut-off near

0: the interaction kernel φ given by

φpxq “

$

&

%

´
1

3
x´9 `

4

3
x´3, x ě 0.5

´ 160, 0 ď x ă 0.5.
(3.1)

We consider a parametric from φ “
řp
k“1 ckψk with misspecified basis functions

tψ1`k “ x´9
1r0.25k`0.5,`8su

2
k“0 Y tψ4`k “ x´3

1r0.25k`0.5,`8su
2
k“0 Y tψ7`k “ 1r0,0.25k`0.5su

3
k“0 .

Thus, the true parameters c˚ has zero components except for pc˚1 , c˚4 , c˚7q “ p´1{3, 4{3,´160q. Note
that we do not assume or enforce sparsity in our estimation procedure.

The multi-trajectory synthetic data (1.4) are generated by the Euler-Maruyama scheme with
∆t “ 10´4, and with initial condition Xt1 “ pX

i
t1 , i “ 1, . . . , Nq sampled component-wise from a

initial distribution µ0. The distribution µ0, stochastic force σ, the observation noise strength σobs,
and total time T , will be specified in each of the following tests. The number of iterations in ALS
is limited to 10 in all examples.

We report the following measures of estimation error, called the (relative) graph error, kernel
error, and trajectory error respectively:

εa “
}a˚ ´ pa}F
}a}F

, εK “
||Φ´ pΦ||L2

ρ

}Φ}L2
ρ

, εX “
1

M 1

M 1
ÿ

m1“1

||pXm1
t qt ´ p

pXm1
t qt||L2p0,T q

›

›pXm1
t qt

›

›

L2p0,T q

,

where pXm1
t qt and ppXm1

t qt denote trajectories started from new random initial conditions, generated
with the true graph and interaction kernel and with the estimated ones, respectively. The measure
ρ is the exploration measure defined in (2.8); since it is unknown, we use a large set of observations
independently of the training data set to estimate it; note that, of course, such estimate of ρ is not
used in the inference procedure – it is only used to assess and report the errors above.

3.1 A typical estimator and its trajectory prediction

In this section, we show a typical instance of the estimators. The initial distribution µ0 is the
uniform distribution over the interval r0, 1.5s, the training dataset has M “ 103 trajectories, the
stochastic force has σ “ 10´3, the observation noise has σobs “ 10´3, and time T “ 0.005 (i.e.,
making observations at L “ 50 time instances). Figure 2 shows the graph, the kernel, the trajectory,
and their estimators. Our algorithms return accurate estimates of the graph and the kernel; see the
estimation errors in Table 3. We also present the mean and SD of the trajectory prediction errors
of 100 independent trajectories sampled from the initial distribution.

Graph error εa Kernel error εK Traj. error εX Exp. traj. error εX
ALS 8.47ˆ 10´3 1.45ˆ 10´2 6.1ˆ 10´3 6.19ˆ 10´3 ˘ 8.12ˆ 10´4

ORALS 1.67ˆ 10´2 1.47ˆ 10´2 6.6ˆ 10´3 7.41ˆ 10´3 ˘ 1.07ˆ 10´3

Table 3: Error of the estimators in Figure 2 in a typical simulation, and, in the fourth column,
mean and SD of trajectory prediction errors of 100 random trajectories.
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Figure 2: Top: a typical weight matrix estimation. The first two columns show the true graph
and its weight matrix. The two columns on the right show the entry-wise errors of the ALS and
ORALS estimators. Bottom: Estimator of interaction kernel and trajectory prediction. The left
column shows a true trajectory. The middle two columns show the true and estimated kernels with
a zoom-in to show the details in a rectangular region. The fourth column presents the true (the
same as in column 1) and predicted trajectories. Note that X3 and X2 do not converge to the same
cluster, in both the true and estimated trajectory, even though they are close at time 0, since there
are no edges between them in the graph.

3.2 Convergence in sample size

Rate of convergence and robustness. We examine the estimators’ convergence rates in sample
size M and their robustness to basis misspecification and noise in data. Thus, we consider two
cases: a case with noiseless data and a well-specified basis tψ1, ψ4, ψ7u, which we aim to show the
convergence rate of M´1{2 as proved for the parametric setting; and a case with noisy data with
σobs “ 10´2 and the above basis functions tψku7k“1, which we aim to test the robustness of the
convergence.

Figure 3 shows that both ALS and ORALS yield convergent estimators as the sample size M
increases. Here, the data trajectories are generated from the system with a stochastic force with
σ “ 10´2. In either case, the boxplots show the relative errors in 100 random simulations. In
each simulation, we compute a sequence of estimators from M sample trajectories, where M P

t10, 24, 59, 146, 359, 879, 2154, 5274, 12915, 31622u. In each boxplot, the central mark indicates the
median, and the bottom and top edges of the box indicate the 25th and 75th percentiles, respectively.
The whiskers extend to the most extreme data points not considered outliers, and the outliers are
plotted individually using the “+” marker symbol.

In the case of noiseless data and well-specified basis, the top row shows nearly perfect decay rates
of M´1{2 for both the graph errors and the kernel errors and for both ALS and ORALS algorithms.
For ORALS, this convergence rate agrees with Theorem 2.7. ALS has similar convergence rates,
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Figure 3: Convergence with sample size M increasing in 100 independent experiment runs. The top
row shows almost perfect rates of M´1{2 for both algorithms for the case of noiseless data and a
well-specified basis. For the case of noisy data and misspecified basis, the bottom row shows robust
convergence with the errors decaying until they reach 10´4, the variance of observation noise.

even though it does not have a theoretical guarantee for convergence.
In the case of noisy data and misspecified basis, as shown in the bottom row, the decay rate

remains clear for the graph errors, but the kernel errors decay at a rate slightly slower than M´1{2

before reaching the level of observation noise σ2
obs “ 10´4. ALS’s graph errors are about half a digit

smaller than the ORALS’ graph errors; while both algorithms lead to similar kernel errors when
the sample size is large, the ALS’ kernel errors are much smaller when the sample size is small.
Thus, ALS is more robust to noise and misspecification than ORALS, and it can lead to reasonable
estimators even if the sample size is small, which we further examine next.

Behavior of the estimators as a function of M and L. We further examine the performance
of our estimators as a function of the number of sample pathsM and the trajectory length L, so that
the total number of observations isML, each a d-dimensional vector. Here we consider an interaction
kernel Φpxq “ φp|x|q x

|x| with φprq “
řp
k“1wk{k sinp2πkrq{pr ` 0.1q, where wk

i.i.d.
„ N p0, 1q.

Figure 4 shows the results for N “ 32, p “ 16, d “ 1, σ “ 10´4 and observation noise 10´4.
The top panel shows the results with L “ 2 (left) and L “ 8 (right). The first dashed vertical bar
is in correspondence of M “ pN2 ` pq{pNLq (left) and M “ pN2 ` pq{pNL{2q (right); the second
dashed vertical bar is atM “ pN2pq{pNLq: since we have a total ofMLdN scalar observations, and
N2 ` p parameters to estimate, the first one corresponds to a nearly information-theoretic optimal
sampling complexity, and we see that ALS appears to start performing well around that level of
samples, albeit, because of the lack of independence in L, on the right we have to multiply by 2;
the second one appears to be consistent with the sample size at which ORALS starting to get a
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good performance. In the small and medium sample regime, between the two vertical bars, ALS
significantly and consistently outperforms ORALS; for large sample sizes, the two estimators have
similar performance.

The bottom panel shows the performance of the ALS estimator as a function of both M and L
(recall that T “ Ldt). The performance improves not only as M increases but also as L increases,
at least for this particular system.

The main takeaways are that (i) ALS appears to achieve good performance as soon as the
number of samples is comparable to pN2`pq{pLdq (after what might be a phase transition from the
phase where the samples are insufficient), while the number for ORALS is of order pN2pq{pLdq; (ii)
the effective sample size, at least for this dynamics, appears to increase with L, and perhaps as fast
as the product ML, notwithstanding the dependence between samples along a single trajectory.
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Figure 4: Top: Estimation errors as a function of M (with all other parameters fixed), for both
ALS and ORALS, for a random Fourier interaction kernel with p “ 16, N “ 32, L “ 2 (left)
and L “ 8 (right). In the small and medium sample regime, between the two vertical bars, ALS
significantly and consistently outperforms ORALS; for large sample sizes, the two estimators have
similar performance. Bottom: The performance of the ALS estimator improves not only as M
increases but also as L increases.

3.3 Dependence on noise level and stochastic force

Numerical tests also show that the estimator’s error decays linearly in the scale of the stochastic
force and the noise level. The linear decay rate in the scale of the stochastic force agrees with
Theorem 2.7, where the variance of the error for the ORALS estimator is proportional to σ2. We
refer to Sect.B.3 for details.
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4 Applications

4.1 Kuramoto model on network, with misspecified hypothesis spaces

We consider the Kuramoto model with network

dXi
t “ κ

ÿ

jPNi

aij sinpXj
t ´X

i
tqdt` σdW

i
t , i “ 1, . . . , N. (4.1)

When aij ” 1 and σ “ 0, it reduces to the classical Kuramoto model of N coupled oscillators,
where Xi

t represents the phase of the i-th oscillator. Here κ represents the coupling constant.
The Kuramoto model was introduced to study the behavior of systems of chemical and biological
oscillators [Kur75] and has been extended to study flocking, schooling, vehicle coordination, and
electric power networks (see [DB14,GFR`22] and the reference therein).

In this example, our goal is to jointly estimate from multi-trajectory data the weight matrix a,
and the coefficient c of the (true) interaction kernel Φpxq “ sinpxq over the misspecified hypothesis
space

H “ spantcospxq, sinp2xq, cosp2xq, . . . , cosp7xq, sinp7xqu ,

which does not contain Φ, and over the hypothesis space Hφ :“ spantH,Φu.
We consider a system with N “ 10 oscillators, using the uniform distribution over the interval

r´2, 2s as the initial distribution, as well as a stochastic force with σ “ 10´4, an observation noise
with σobs “ 10´3, time T “ 0.1 and ∆t “ 0.001 (therefore, L “ 100). We compare the kernel esti-
mation result using H and Hφ, with the number of observed trajectoriesM P t8, 64, 512u. In Figure
5, we present the true graph and a typical trajectory; in particular, we present the kernel estimators’
mean, with one SD range represented by the shaded region, from 20 independent simulations. The
successful joint estimation results suggest ALS and ORALS may overcome the discrepancy between
the true kernel and the hypothesis space, making them applicable to nonparametric estimation.

Due to the network structure, the system can have interesting synchronization patterns. The
bottom left of Figure 5 shows an example of such a pattern: groups of particles moving in clusters,
with each cluster having a similar angular velocity robust to the perturbation by the stochastic
force. These synchronization patterns appear dictated by the network structure, and appear robust
to the initial condition. In general, it is nontrivial to predict when these synchronization patterns
emerge and what their features are depending on the network; for a recent study in the case of
random Erdös-Rényi graphs, we refer the reader to [ABK`23] and references therein.

4.2 Estimating a leader-follower network

Consider the problem of identifying the leaders and followers in a system of interacting agents from
trajectory data. In this system, the leader agents make a stronger influence through more connec-
tions to other agents than the follower agents. Such a system can describe opinion dynamics on
social network [WS06,MT14,DTW18,HZBL`20] and collective motion of pigeon flocks [NÁBV10].
We consider the following leader-follower model

dXi
t “

ÿ

j‰i

aijΦpX
j
t ´X

i
tqdt` σdW

i
t , i “ 1, . . . , N (4.2)

where the true interaction kernel (named influence function in the opinion dynamics literature)

Φpxq “ ´Φ1pxq ´ 0.1Φ2pxq
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Figure 5: The first column shows the true weight matrix a and a trajectory of the system with an
interesting clustering pattern. In the remaining columns, we show the estimators of the interaction
function with misspecified and well-specified hypothesis spaces, i.e., φ R H (top row) and φ P Hφ
(bottom row) respectively, with M ranging in r8, 64, 521s. Our estimators appear robust to basis
misspecification, albeit with performance worse than in the well-specified case.

with the bases Φ1pxq “ 1txď1u and Φ2pxq “ 1t1ăxď1.5u. The weight matrix a represents a leadership
network, with the weights on the directed edges to be understood as a measure of impact or influence.

We identify the agents as leaders or followers by first estimating the weight matrix a from data
by the ALS algorithm and then using the K-means method (e.g., [Bis06, Chapter 9]) to analyze
the impact feature and the influence feature extracted from the matrix. The detailed algorithm of
clustering is presented as follows.
Step 1: Identify the leaders. Given the weight matrix, observe that for any agent Ai, the
row-wise sum }ai¨}`1 “

ř

j‰i |aij | represents its impact on other agents in the system, and the
column-wise sum }a¨i}`1 “

ř

j‰i |aji| corresponds to the influence of the system on i. We posit that
leadership can be characterized as the linear combination of impact on the system and influence
from others:

Li “ α}ai¨}`1 ` β}a¨i}`1 , with α` β “ 1 , α ą β , (4.3)

Typically, the impact factor α is expected to surpass the influence factor β when discussing lead-
ership. Subsequently, we identify the leaders and followers by applying the K-means method to
cluster the leadership features tLiuNi“1. We represent leaders and followers by a partition of the
index set: rN s “ S1

Ť

S2 “ ti1, ¨ ¨ ¨ , i
rN
u
Ť

tj1, ¨ ¨ ¨ , j
rN 1
u with N “ rN ` rN 1, representing leaders and

followers, respectively.
Step 2: Classify the Followers. We further classify each follower in a group according to his
or her leader. We start by setting the rN groups to be tG1 “

 

i1u, ¨ ¨ ¨ , G
rN “ ti

rN
u
(

. To classify

20



follower j P S2, we consider another leadership feature:

rLkj “ α
ÿ

iPGk

|aij | ` β
ÿ

iPGk

|aji| , @ k “ 1, ¨ ¨ ¨ , rN .

Then we find the largest rLk0j and classify agent j to group k0 and set this group to be tGk0 , ju. We
continue this procedure until all followers are classified.

Figure 6 demonstrates the identified network of the agents via the above method with pα, βq “
p0.8, 0.2q. In this experiment, we have two leaders, labeled as A1 (red group) and A6 (blue group),
out of N “ 20 agents, and we consider three sample sizes M P t15, 30, 100u. The figure shows the
identification of the leader-follower network depends on sample size: we can identify the leader-
follower network accurately when the sample size is large, e.g., M “ 100. The error of graph
estimation is 0.0018. But when the sample is too small, e.g., M “ 15 and M “ 30, the inference
can have large errors: the errors of graph estimation are 0.1254 when M “ 15 and 0.0094 when
M “ 30. Nevertheless, the leaders and followers are correctly identified; see more detailed results
in Appendix B.5.

This example suggests that we can consistently identify and cluster leaders and followers from
a small sample size.
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Figure 6: Estimated networks of leaders and followers from datasets with sample sizes M P

t15, 30, 100u and the ground truth. When M “ 100, the estimated network is accurate. When
M “ 30, the leaders-follower network is correctly identified, though the weight matrix is less accu-
rate. When M “ 15, the sample size is too small for a meaningful inference; but the clustering is
still reliable.

4.3 Multitype interaction kernels

We consider further the joint inference of a generalized model with multiple types of agents dis-
tinguished by their interaction kernels. Specifically, consider a system with Q types of interaction
kernels, and denote by κpiq the type of kernel for the agent i:

S
a,pΦqq

Q
q“1,κ

: dXi
t “

ÿ

j‰i

aijΦκpiqpX
j
t ´X

i
tqdt` σdW

i
t , i “ 1, . . . , N , (4.4)

where Φq is the interaction kernel for agents of type q. Given a hypothesis space H “ spantψku
p
k“1

that includes these kernels, there a exists coefficients matrix c P RpˆN such that

Φκpiqpxq “

p
ÿ

k“1

ckiψkpxq
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with c¨i “ c¨j if κpiq “ κpjq, namely the matrix c has Q distinct columns. Using the same tensor
notation as before, we have

Sa,c : 9Xt “ aBpXtqc` σ 9W “
`

ai¨BpXtqic¨i
˘

iPrNs
` σ 9W , where

ai¨BpXtqic¨i “
ÿ

j‰i

aij

p
ÿ

k“1

ψkpX
j
t ´X

i
tqcki P Rd , i P rN s.

(4.5)

Our goal is to jointly estimate the weight matrix a and the matrix c, which represents the Q
kernels without knowing the type function κ, from data consisting of multiple trajectories.

Since c has Q distinct columns, we have rankpcq ď Q, which is a weaker condition. However,
the low-rank property of c is sufficient for us to apply the idea of ALS. Using SVD on c, we can
decompose c as

c “ uvT (4.6)

where u P RpˆQ is called the coefficient matrix. This is because u represents the orthogonalized
coefficients of the Q interaction kernels on the basis tψku. And the type matrix v P RNˆQ is
assumed to be orthonormal, i.e., vTv “ IQ, as it represents the type of the i-th particle with each
row of v represents the weight of the orthogonalized Q interaction kernels that the kernel Φκpiq

has. Such normalization condition avoids the simple non-identifiability issue, as demonstrated in
the admissible set of a. We write the above system as

Sa,u,v : 9Xt “ aBpXtquvT ` σ 9W “
`

ai¨BpXtqiuvT
i¨

˘

iPrNs
` σ 9W , where

ai¨BpXtqiuvT
i¨ “

ÿ

j‰i

aij

p
ÿ

k“1

ψkpX
j
t ´X

i
tq

Q
ÿ

q“1

ukqviq P Rd , i P rN s.
(4.7)

With data of multiple trajectories tXm
t0:tL

uMm“1, the loss function is defined as

ppa, pu, pvq “ arg min
pa,u,vqPMˆRpˆQˆRNˆQ

vTv“IQ

EL,M pa,u,vq, with

EL,M pa,u,vq :“
1

MT

L,M
ÿ

l“1,m“1

›

›∆Xm
tl
´ aBpXm

tl
quvT∆t

›

›

2

F
,

(4.8)

We introduce a three-fold ALS algorithm to solve the above optimization problem. Notice that
the loss function (4.8) is quadratic in each of the unknowns a,u,v if we fix the other two. The
three-fold ALS algorithm alternatively solves for each of the unknowns while fixing the other two.
In each iteration, this algorithm proceeds as follows: solving a via least squares with nonnegative
constraints, next solving u by least square, and then solving v via least squares followed by an
ortho-normalization step, which is an orthogonal Procrustes problem [GD04]. Additionally, we add
an optional K-means step to ensure that c has only Q distinct columns. The details of the algorithm
are postponed to Section D.

Figure 7 numerically compares the three-fold ALS with and without the K-means step. Here we
consider Q “ 2 types of kernels corresponding to short-range and long-range interactions. We use
the data ofM “ 400 independent trajectories, with a uniform distribution over the interval r0, 5s as
initial distribution, ∆t “ 10´3, L “ 50 so that T “ 0.05, and the stochastic force and the observation
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noise have σ “ σobs “ 10´3. The weight matrix is randomly generated with entries sampled from
the uniform distribution on r0, 1s, followed by a row-normalization. The true kernels are constructed
on spline basis functions, representing short-range interaction (Type 1) and long-range interaction
(Type 2).

Figure 7 reports the error decay in the iteration number and the comparison between the esti-
mated and true kernels. It shows that the algorithm using K-means at each step performs better
than the one without the K-means since it preserves more model information.
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Figure 7: Estimation of two types of kernels: short range and long range. The first panel shows
the error decay with respect to iteration numbers. The algorithm using K-means decays faster
and reaches lower errors than the algorithm without K-means. The right two columns show the
estimation result of the two kernels. The classification is correct for both of the algorithms, and the
one with K-means yields more accurate estimators, particularly for the kernel Type 1.

Model selection. We further test the robustness of the three-fold ALS algorithm for model
selection when the number Q P t1, 2u is unknown. We apply the algorithm with both Q P t1, 2u
on two datasets that are generated with Qtrue “ 1 and Qtrue “ 2 respectively. Table 4 shows that
the three-fold ALS can select the correct model through trajectory prediction errors. It reports the
means and SDs of trajectory prediction using 10 test trajectories, ∆t “ 10´2 and L “ 500 time
steps. Note that the total time length is T “ 5. When Qtrue “ 1, the error of the estimators with
misspecified Q “ 2 is relatively accurate, because the estimated two types of kernels are both close
to the true kernel, as examined in Figure 8. Thus, the algorithm effectively identifies the correct
model.

Qtrue “ 1 Qtrue “ 2

Estimated with Q “ 1 1.22 ˆ 10´2 ˘ 8.23 ˆ 10´3 2.06ˆ 10´1 ˘ 6.88ˆ 10´2

Estimated with Q “ 2 1.44ˆ 10´2 ˘ 7.40ˆ 10´3 1.12 ˆ 10´2 ˘ 2.80 ˆ 10´3

Table 4: Model selection: single- v.s. two- types of kernels. The table shows the Mean and SD of
trajectory prediction errors in 10 independent numerical experiments, where the number of kernel
types is unknown. Smaller errors indicate a correct model. The model is correctly identified in both
cases (highlighted in bold).

5 Conclusion
We have proposed a robust estimator for joint inference of networks and interaction kernels in in-
teracting particle systems on networks, implemented with computationally two scalable algorithms:
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Figure 8: Estimated kernels in a misspecified case: estimating two types of kernel when data is
generated using a single kernel. The algorithm outputs two types of kernels, but both are close to
the true kernel.

ALS and ORALS. We have tested the algorithms on several classes of systems, including determin-
istic and stochastic systems with various types of networks and with single and multi-type kernels.
We have also examined the non-asymptotic and asymptotic performance of the algorithms: the
ALS is robust for small sample sizes and misspecified hypothesis spaces, and both algorithms yield
convergent estimators in the large sample limit.

Our joint inference problem leads to a non-convex optimization problem that resembles those
in compressed sensing and matrix sensing. However, diverging from the conventional framework of
matrix sensing, our data are correlated, our joint estimation is in a constrained parameter space and
a function space, and the Restricted Isometry Property (RIP) condition rarely holds with a small
RIP constant. These differences can lead to an optimization landscape with multiple local minima.

We introduce coercivity conditions that guarantee the identifiability and the well-posedness of
the inverse problem. These conditions also ensure that the ALS and ORALS algorithms have well-
conditioned regression matrices and the asymptotical normality for the ORALS estimator. Also,
we have established connections between the coercivity and RIP conditions, providing insights into
further understanding of the joint estimation problem.

Interacting particle systems on networks offer a wide array of versatile models applicable across
multiple disciplines. These include estimating the Kuramoto model on a network, classifying agent
roles within leader-follower dynamics, and learning systems with multiple types of interaction ker-
nels. Our algorithms are adaptable to various scenarios and applications and amenable to be
extended to more general settings, including models with more general interaction kernels.

We expect further applications of the algorithms for the construction of effective reduced hetero-
geneous models for large multi-scale systems. Also, other future directions include generalizations to
nonparametric joint estimations, further understanding of the convergence and stability of the ALS
algorithm, regularizations enforcing the low-rank structures, and learning from partial observations.

A Theoretical analysis

A.1 Coercivity conditions: connections and examples

First, we present the proof of Proposition 2.3, which states that the rank-2 joint coercivity implies
identifiability.
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Proof of Proposition 2.3. Notice that

EpiqL,8pa,Φq :“E
„ˇ

ˇ

ˇ

ˇ

ÿ

j‰i

ra˚ijΦ˚prijptlqq ´ aijΦprijptlqqs

ˇ

ˇ

ˇ

ˇ

2

“E
„ˇ

ˇ

ˇ

ˇ

ÿ

j‰i

”

a˚ij ´ pΦaij

ı

Φ˚prijptlqq ` aij

”

pφΦ˚prijptlqq ´ Φprijptlqq
ı

ˇ

ˇ

ˇ

ˇ

2

where

pΦ “
xΦ,Φ˚yρL
}Φ˚}2ρL

, and pΦΦ˚ ´ Φ K Φ˚ in H.

Therefore, from rank-2 joint coercivity condition (2.10) we have

EpiqL,8pa, φq ě cH|a
˚
i¨ ´ pφai¨|

2}φ˚}
2
ρL
` cH|ai¨|

2}pφΦ˚ ´ Φ}2ρL . (A.1)

Hence EL,8pa,Φq “
ř

i E
piq
L,8pa,Φq “ 0 and cH ą 0 imply that

|a˚i¨ ´ pΦai¨|
2 “ 0 , and }pΦΦ˚ ´ Φ}2ρL “ 0 ,@i P rN s,

since Φ˚ ‰ 0 and 0 ‰ a PM. Because ap˚q,a PM, the only choice for |a˚i¨ ´ pΦai¨|
2 “ 0 is both

pΦ “ 1 and a˚ “ a. Consequently, }pΦΦ˚ ´ Φ}2ΦL “ }Φ˚ ´ Φ}2ρL “ 0 yields Φ˚ “ Φ in L2
ρ.

The next proposition implies that the interaction kernel coercivity is stronger than the joint
coercivity.

Proposition A.1 (Interaction kernel coercivity implies joint coercivity) Assume that for
all i P rN s, trijptq “ Xj

t ´X
i
tu
N
j“1,j‰i are pairwise independent conditional on F it . Then, the kernel

coercivity (2.11) with c0,H implies that the joint coercivity conditions (2.9) and (2.10) hold with
c1,H “ C

p1q
a,Nc0,H and c2,H “ C

p2q
a,Nc0,H, respectively, where Cp1qa,N “ 1

N

řN
i“1

ř

j‰i a
2
ij and C

p1q
a,N “

1
N

řN
i“1

ř

j‰ir|a
p1q
ij |

2 ` |a
p2q
ij |

2s.

Proof. Without loss of generality, we consider only the case when L “ 1. By assumption, the
random variables rij and rij1 are independent, conditioned on F i, if j ‰ j1 and j, j1 ‰ i. Then, by
Lemma A.3 with fjp¨q “ aijΦp¨q for each fixed i, we get

1

N

N
ÿ

i“1

E
„ˇ

ˇ

ˇ

ˇ

ÿ

j‰i

aijΦprijq

ˇ

ˇ

ˇ

ˇ

2

“
1

N

N
ÿ

i“1

E
„

E
ˆˇ

ˇ

ˇ

ˇ

ÿ

j‰i

aijΦprijq

ˇ

ˇ

ˇ

ˇ

2

| F i
˙

ě
1

N

N
ÿ

i“1

ÿ

j‰i

a2
ijErtr CovpΦprijq | F iqs

ě
1

N

N
ÿ

i“1

ÿ

j‰i

a2
ijc0,H}Φ}

2
ρL
“ C

p1q
a,Nc0,H}Φ}

2
ρL
,

where the last inequality follows from (2.11). Therefore, by combining the above inequalities, we
obtain that (2.9) holds with the constant c1,H “ C

p1q
a,Nc0,H. This proves the rank-1 joint coercivity

condition.
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We proceed to prove the rank-2 joint coercivity condition (2.10). It suffices to show that for all
i P rN s,

E
„ˇ

ˇ

ˇ

ˇ

ÿ

j‰i

ra
p1q
ij Φ1prijq ` a

p2q
ij Φ2prijqs

ˇ

ˇ

ˇ

ˇ

2

ě c2,H

”

|a
p1q
i¨ |

2}Φ1}
2
ρL
` |a

p2q
i¨ |

2}Φ2}
2
ρL

ı

, (A.2)

for any vectors a
p1q
i¨ ,a

p2q
i¨ PM and any two functions Φ1,Φ2 P H with xΦ1,Φ2y “ 0. As in the rank-1

case, we have by Lemma A.3 that

E
„ˇ

ˇ

ˇ

ˇ

ÿ

j‰i

ra
p1q
ij Φ1prijq ` a

p2q
ij Φ2prijqs

ˇ

ˇ

ˇ

ˇ

2

“
ÿ

j‰i

|a
p1q
ij |

2Ertr CovpΦ1prijq | F iqs `
ÿ

j‰i

|a
p2q
ij |

2Ertr CovpΦ2prijq | F iqs

` E

«

ˇ

ˇ

ˇ

ˇ

ÿ

j‰i

a
p1q
ij E

“

Φ1prijq | F i
‰

ˇ

ˇ

ˇ

ˇ

2
ff

` E

«

ˇ

ˇ

ˇ

ˇ

ÿ

j‰i

a
p2q
ij E

“

Φ2prijq | F i
‰

ˇ

ˇ

ˇ

ˇ

2
ff

` 2E

«

ÿ

j‰i

a
p1q
ij E

”

Φ1prijq | F i
ı

¨
ÿ

j‰i

a
p2q
ij E

”

Φ2prijq | F i
ı

ff

ě
ÿ

j‰i

|a
p1q
ij |

2Ertr CovpΦ1prijq | F iqs `
ÿ

j‰i

|a
p2q
ij |

2Ertr CovpΦ2prijq | F iqs .

This confirms (A.2) holds with the coercivity constant c2,H “ C
p2q
a,Nc0,H where Cp2qa,N “

1
N

řN
i“1

ř

j‰i

r|a
p1q
ij |

2 ` |a
p2q
ij |

2s.

Remark A.2 (Sufficient but not necessary for identifiability) Combining with Proposition
2.3, we know that interaction kernel coercivity implies identifiability. Also, we shall see that it
is a sufficient condition that we can verify to ensure that the operator regression stage is well-posed.
Clearly, we should not expect it to be necessary for the identifiability of the weight matrix and the
kernel.

Heuristic, the proof for Proposition A.2 suggests that the kernel coercivity condition (2.11) is not
only a sufficient condition for rank-1 and rank-2 joint coercivity but may also imply ‘higher rank’
joint coercivity conditions, suggesting that kernel coercivity resembles with a ‘full rank’ version of
the joint coercivity condition.

Lemma A.3 Suppose tXiuNi“1 are Rd-valued random variables such that for each i, conditional on
an σ-algebra F i, the random variables trij “ Xj ´ XiuNj“1,j‰i are independent. Then, for any
square-integrable functions tfj : Rd Ñ RduNj“1, we have

E
„ˇ

ˇ

ˇ

ˇ

ÿ

j‰i

fjprijq

ˇ

ˇ

ˇ

ˇ

2

| F i


ě
ÿ

j‰i

tr Cov
`

fjprijq | F i
˘

, @ i P rN s . (A.3)

Proof. It suffices to consider the case i “ 1 as the proofs for different i’s are the same. That is, we
aim to prove

E
„ˇ

ˇ

ˇ

ˇ

N
ÿ

j“2

fjpr1jq

ˇ

ˇ

ˇ

ˇ

2

| F1



ě

N
ÿ

j“2

tr Cov
`

fjpr1jq | F1
˘

.
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By the conditional independence assumption, we have

Erxfjpr1jq, fj1pr1j1qyRd | F1s “ xErfjpr1jq | F1s,Erfj1pr1j1q | F1syRd .

Using this fact for the second equation below, we have

E
„ˇ

ˇ

ˇ

ˇ

N
ÿ

j“2

fjpr1jq

ˇ

ˇ

ˇ

ˇ

2

| F1



“E
„ N
ÿ

j“2

ˇ

ˇ

ˇ
fjpr1jq

ˇ

ˇ

ˇ

2
`

N
ÿ

j,j1“2
j‰j1

xfjpr1jq, fj1pr1j1qyRd | F1



“

N
ÿ

j“2

E
”

ˇ

ˇfjpr1jq
ˇ

ˇ

2
| F1

ı

`

N
ÿ

j,j1“2
j‰j1

A

E
“

fjpr1jq | F1
‰

,E
“

fj1pr1j1q | F1
‰

E

Rd

“

N
ÿ

j“2

"

E
”

ˇ

ˇfjpr1jq
ˇ

ˇ

2
| F1

ı

´

ˇ

ˇ

ˇ

ˇ

E
”

fjpr1jq | F1
ı

ˇ

ˇ

ˇ

ˇ

2*

`

ˇ

ˇ

ˇ

ˇ

N
ÿ

j“2

E
”

fjpr1jq | F1
ı

ˇ

ˇ

ˇ

ˇ

2

.

(A.4)

Then, we obtain (A.3) with i “ 1 by noticing the fact that tr Covpfjpr1jq | X
1q “

”

Er|fjpr1jq|
2 |

F1s ´
ˇ

ˇErfjpr1jq | F1s
ˇ

ˇ

2
ı

.
We now show that the interaction kernel coercivity condition holds in H “ L2

ρ for radial kernels
when L “ 1 and the initial distribution is standard Gaussian.

Proposition A.4 Let L “ 1, Φpxq “ φp|x|q x
|x| , and the components of pX1

t1 , . . . , X
N
t1 q be i.i.d.

standard Gaussian random vectors in Rd. The interaction kernel coercivity condition in (2.11)
holds in H “ L2

ρ for d “ 1, 2, 3.

Proof. We first simplify the interaction kernel coercivity condition by using the symmetry of the
distribution and L “ 1. Since tXi

t1u
N
i“1 are identically distributed, so are the random variables

trij “ Xi
t1´X

j
t1
u, and we have Ertr CovpΦprijq | X

i
t1qs “ Ertr CovpΦpr12q | X

1
t1qs for all 1 ď i ‰ j ď

N . Additionally, since since L “ 1, we have }Φ}2ρL “ Er|Φpr12q|
2s. Consequently, the interaction

kernel coercivity condition (2.11) can be written as

1

pN ´ 1q

ÿ

j‰i

Ertr CovpΦprijq | X
i
t1qs “ Ertr CovpΦpr12q | X

1
t1qs ě c0

H}Φ}
2
ρL

for all Φ P H. It is equivalent to

Er
ˇ

ˇErΦpr12q | X
1
t1s
ˇ

ˇ

2
s ď p1´ c0,HqEr|Φpr12q|

2s

by recalling that Ertr CovpΦpr12q | X
1
t1qs “ Er|Φpr12q|

2s ´ Er
ˇ

ˇErΦpr12q | X
1
t1s
ˇ

ˇ

2
s. Furthermore, since

tXi
t1u

N
i“1 are independent and identical, we have Er

ˇ

ˇErΦpr12q | X
1
t1s
ˇ

ˇ

2
s “ ErxΦpr12q,Φpr13qys. Thus,

to verify the interaction kernel coercivity condition, we only need to prove

E rxΦpr12q,Φpr13qys ď p1´ c0,HqEr|Φpr12q|
2s .

In particular, when Φpxq “ φp|x|q x
|x| , the above inequality reduces to

E
„

φp|r12|qφp|r13|q
xr12, r13y

|r12||r13|



ď p1´ c0,HqEr|φp|r12|q|
2s . (A.5)
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Next, we prove (A.5) when tXi
t1ui“1 are i.i.d. Gaussian. Recall that if X,Y i.i.d.

„ µpxq “

1
p2πqd{2

expp´|x|2{2q, then X ´ Y „ 1
p4πqd{2

expp´|x|2{4q and |X ´ Y | „ ρprq “ Cdr
d´1e´

r2

4 1trě0u ,

where Cd “ 1
2d´1Γp d

2
q
and Γp¨q is the Gamma function. In particular, one has ρprq “ e´

r2

4 1trě0u ,

ρprq “ 1
2re

´ r2

4 1trě0u and ρprq “ 1
2
?
π
r2e´

r2

4 1trě0u when d “ 1 ,d “ 2 and d “ 3, respectively.
Without loss of generality, we only need to consider Er|φp|r12|q|

2s “ }φ}2L2
ρ
“ 1. By direct

computation, the left-hand side of (A.5) is

E
„

φp|r12|qφp|r13|q
xr12, r13y

|r12||r13|



“
1

p2
?

3πqd

ż

R2d

φp|u|qφp|v|q
xu, vy

|u||v|
e´

p|u|2`|v|2´xu,vyq
3 dudv

“
1

p2
?

3πqd

ż 8

0

ż 8

0
φprqφpsqe´

pr2`s2q
3 Gdpr, sqr

d´1sd´1drds (A.6)

where the second equality follows from a polar coordinate transformation with

Gdpr, sq “

ż

Sd´1

ż

Sd´1

xξ, ηye
rs
3
xξ,ηydξdη . (A.7)

We apply Cauchy-Schwarz inequality to (A.6) and }φ}2L2
ρ
“ 1 to obtain that

E
„

φp|r12|qφp|r13|q
xr12, r13y

|r12||r13|



ď
1

p2
?

3πqd

„
ż 8

0

ż 8

0
|φprqφpsq|2e´

pr2`s2q
4 rd´1sd´1drds


1
2

¨

„
ż 8

0

ż 8

0
|Gdpr, sq|

2e´
5pr2`s2q

12 rd´1sd´1drds


1
2

“
2d´1Γpd2q

p2
?

3πqd

„
ż 8

0

ż 8

0
|Gdpr, sq|

2e´
5pr2`s2q

12 rd´1sd´1drds


1
2

“: Ipd,Gdq . (A.8)

Thus, (A.5) holds with 1´ c0,H ě Ipd,Gdq, equivalently, c0,H ď 1´ Ipd,Gdq. We compute Ipd,Gdq
when d “ 1, d “ 2 and d “ 3 separately below.

By (A.8), it is easy to see the key is the estimation of Gdpr, sq such that Ipd,Gdq ă 1. Notice
that

ş

Sd´1xξ, ηye
rs
3
xξ,ηydξ is invariant with respect to any η P Sd´1. Without loss of generality, we

can select η “ e1 “ p1, 0, ¨ ¨ ¨ , 0q P S
d´1 and write (A.7) as

Gdpr, sq “

ż

Sd´1

ż

Sd´1

xξ, e1ye
rs
3
xξ,e1ydξdη “ |Sd´1|

ż

Sd´1

ξ1e
rs
3
ξ1dξ .

Case d “ 1: We have Sd´1 “ t´1, 1u and |Sd´1| “ 2. Thus, G1pr, sq “ |Sd´1|
ş

Sd´1 ξe
rs
3
ξdξ “

2re
rs
3 ´e´

rs
3 s. Plugging in d “ 1 and G1pr, sq

2 “ 4re
2rs
3 `e´

2rs
3 ´2s into (A.8), we have by symmetry

Ipd,Gdq “
1
?

3π

„
ż 8

0

ż 8

0
e´

5pr2`s2q
12 re

2rs
3 ` e´

2rs
3 ´ 2sdrds


1
2

“
1
?

3π

„

1

2

ż

R2

e´
5pr2`s2q

12
` 2rs

3 drds´
1

2

ż

R2

e´
5pr2`s2q

12 drds


1
2
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“
1
?

3π

c

2π ´
6π

5
“

c

4

15
.

Hence, (A.5) holds with the coercivity constant c0,H ď 1´
b

4
15 » 0.4836.

Case d ě 2: We can proceed to write

Gdpr, sq “ |S
d´1|

ż 1

´1

ż

t
řd
i“2 ξ

2
i“1´ξ21u

ξ1e
rs
3
ξ1dξ “ |Sd´1||Sd´2|

ż 1

´1
ξ1p1´ ξ

2
1q

d´1
2 e

rs
3
ξ1dξ1

“ |Sd´1||Sd´2|

ż 1

0
ξp1´ ξ2q

d´1
2 re

rs
3
ξ ´ e´

rs
3
ξsdξ

where |Sn´1| “ 2π
n
2

Γpn{2q is the surface area of a n-dimensional sphere. Thus, we have by Cauchy-
Schwarz inequality

Ipd,Gdq “ C̄d,1

„
ż 8

0

ż 8

0

ˇ

ˇ

ˇ

ˇ

ż 1

0
ξp1´ ξ2q

d´1
2 re

rs
3
ξ ´ e´

rs
3
ξsdξ

ˇ

ˇ

ˇ

ˇ

2

e´
5pr2`s2q

12 rd´1sd´1drds


1
2

where the constant

C̄d,1 “
2d´1Γpd2q

p2
?

3πqd
¨ |Sd´1||Sd´2| “

2d´1Γpd2q

p2
?

3πqd
¨

2π
d
2

Γpd2q

2π
d´1
2

Γpd´1
2 q

“
2{
?
π

3
d
2 Γpd´1

2 q
.

We proceed by applying the Cauchy-Schwarz inequality and obtain that
ˇ

ˇ

ˇ

ˇ

ż 1

0
ξp1´ ξ2q

d´1
2 re

rs
3
ξ ´ e´

rs
3
ξsdξ

ˇ

ˇ

ˇ

ˇ

2

ď

ż 1

0
ξ2p1´ ξ2qd´1dξ ¨

ż 1

0
re

rs
3
ξ ´ e´

rs
3
ξs2dξ

“ C̄d,2

„

3

2rs
pe

2rs
3 ´ e´

2rs
3 q ´ 2



, (A.9)

with C̄d,2 “
?
π Γpdq

4Γpd`3{2q . Letting

J0pdq :“

ż 8

0

ż 8

0
e´

5pr2`s2q
12

„

3

2rs
pe

2rs
3 ´ e´

2rs
3 q ´ 2



rd´1sd´1drds , (A.10)

we can bound Ipd,Gdq above using the estimate (A.9) as

Ipd,Gdq ď C̄d,1

b

C̄d,2J0pdq “: Jpdq .

One can evaluate the function J0p2q and J0p3q in (A.10) directly:

J0p2q “ 6 arctanp3{4q ´
72

25
, J0p3q “ 8π ´

216π

125
“

784π

125
.

Combining the exact values of C̄d,1 and C̄d,2, we can evaluate the upper bounds of Jpdq when d “ 2
and d “ 3. We list its approximation in the following

Jpdq »

#

0.1269 , d “ 2 ;

0.2661 , d “ 3 .

Therefore, we conclude that (A.5) holds with c0,H » 1 ´ 0.1269 “ 0.8731 when d “ 2 and c0,H »
1´ 0.2661 “ 0.7339 when d “ 3.
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A.2 Coercivity and invertibility of normal matrices

Proof of Proposition 2.6 Part (i): regression matrices in ORALS.
To study the singular value of Ai,M in (2.3), it suffices to consider the smallest eigenvalue of

the normal matrix Ai,M :“ 1
ML

řL,M
l“1,m“1rAis

T
l,mrAisl,m P RpN´1qpˆpN´1qp since 1

M σ
2
minpAi,M q “

λminpAi,M q.
We only need to discuss i “ 1. Also, to simplify notation, we consider only L “ 1, i.e., only

the time instance t “ t1. Let SpN´1qp :“ tu “ puj,kq P RpN´1qp :
řN
j“2

řp
k“1 u

2
j,k “ 1u and

fuj :“
řp
k“1 uj,kψk P H. Note that

N
ÿ

j“2

}fuj }
2
ρL
“

N
ÿ

j“2

p
ÿ

k“1

u2
j,k}ψk}

2
ρL
“ 1, @u P SpN´1qp.

With these notations, we can write λminpAi,M q as:

λminpA1,M q “ min
uPSpN´1qp

uTA1,Mu “ min
uPSpN´1qp

1

M

M
ÿ

m“1

ˇ

ˇ

ˇ

N
ÿ

j“2

p
ÿ

k“1

uj,kψkpr
m
1jpt1qq

ˇ

ˇ

ˇ

2

“ min
uPSpN´1qp

1

M

M
ÿ

m“1

ˇ

ˇ

ˇ

N
ÿ

j“2

fuj pr
m
1jpt1qq

ˇ

ˇ

ˇ

2
. (A.11)

First, we show that the minimal eigenvalue in the large sample limit is bounded from below. In
fact, for each u, by the Law of large numbers and Lemma A.3, we obtain

uTA1,8u “ uTErA1,M su “ lim
MÑ8

1

M

M
ÿ

m“1

ˇ

ˇ

ˇ

N
ÿ

j“2

fuj pr
m
1jpt1qq

ˇ

ˇ

ˇ

2

“ E
”ˇ

ˇ

ˇ

N
ÿ

j“2

fuj pr
m
1jpt1qq

ˇ

ˇ

ˇ

2ı

“ E
„

E
”ˇ

ˇ

ˇ

N
ÿ

j“2

fuj pr
m
1jpt1qq

ˇ

ˇ

ˇ

2
| F1

t1

ı



ě E
„ N
ÿ

j“2

tr Cov
´

fuj pr
m
1jpt1qq | F1

t1

¯



ě

N
ÿ

j“2

cH}f
u
j }

2
ρL
“ cH,

where the last inequality follows from the interaction kernel coercivity condition (2.11).
Next, we apply a matrix version of Bernstein concentration inequality to obtain the non-

asymptotic bound (e.g., [Tro12, Theorem 6.1]) to obtain (2.12). We write sQM “ A1,M ´ A1,8 “
1
M

řM
m“1rAT

1,m A1,m ´ A1,8s “: 1
M

řM
m“1Qm, and notice that trAT

1,mA1,m ´ A1,8su
M
m“1 has zero

mean. Because }Qm} ď pNL2
H and the matrix variance of the sum can be bounded as

V p sQM q :“
1

M2
}

M
ÿ

m“1

ErQmQT
ms} ď 2ppNL2

Hq
2{M ,

we obtain

Pt} sQM} ě εu ď 2pN exp

ˆ

´
Mε2{2

2ppNL2
Hq

2 ` pNL2
Hε{3

˙

. (A.12)
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So, for 0 ă ε ă cH

P
"

λminpA1,M q ą cH ´ ε

*

ě P
"

|λminpA1,M q ´ λminpA1,8q| ď ε

*

ě P
"

} sQM} ą cH ´ ε

*

ě 1´ 2pN exp

ˆ

´
Mε2{2

2ppNL2
Hq

2 ` pNL2
Hε{3

˙

where we used |λminpA1,M q ´ λminpA1,8q| ď } sQM}.
Proof of Proposition 2.6 part (ii): matrices in ALS. Recall that here we assume the joint-
coercivity condition (which is weaker than the kernel coercivity condition assumed in part (i)). The
proof is based on the standard concentration argument combined with the lower bound for the large
sample limit for the matrix in the normal equations corresponding to (2.1), which are:

pai¨ “ Γ
:

i,Mvi,M , with

Γi,M “ AALS
c,M pAALS

c,M q
T “

1

ML

L,M
ÿ

l“1,m“1

Γmi ptlq, Γmi ptlq :“ pBpXm
tl
qicqpBpX

m
tl
qiscq

T P RNˆN ,

vi,M “ rp∆Xtlq
m
i qsl,mpAALS

c,M q
T “

1

MT

L,M
ÿ

l“1,m“1

vmi ptlq, vmi ptlq :“ p∆Xtlq
m
i qpBpX

m
tl
qicq

T P RNˆ1,

(A.13)
where, for each i, we treat the array BpXm

tl
qic P RNˆ1ˆd as a matrix in RNˆd, and we set aii “ 0

so that we are effectively solving a vector in RN´1. When Γi,M is rank-deficient, or even when it
has a large condition number, the inverse may be replaced by the Moore-Penrose pseudoinverse.
Part (a). Let c “ pc1, ¨ ¨ ¨ , cpq

T P Rpˆ1 be nonzero and denote Φ “
řp
k“1 ckψk. Recall that

Γi,M “ 1
ML

řL,M
l“1,m“1 Γmi ptlq with

Γmi ptlq “ BpXm
tl
qccTBpXm

tl
qT “

”

xΦprmij ptlqq,Φpr
m
ij1ptlqqyRd

ı

1ďj,j1ďN,j‰i
.

Without loss of generality, we assume L “ 1. We only need to consider i “ 1, and the cases
i “ 2, ¨ ¨ ¨ , N are similar. For any a P SN´1, note that

aTΓi,Ma “
1

M

M
ÿ

m“1

aTΓm1 pt1qa “
1

M

M
ÿ

m“1

ˇ

ˇ

ˇ

N
ÿ

j“2

ajΦpr
m
1jpt1qq

ˇ

ˇ

ˇ

2
.

Then, the joint coercivity condition (2.9) implies that

aTΓ1,8a “ E
„

ˇ

ˇ

ˇ

N
ÿ

j“2

ajΦpr1jpt1qq
ˇ

ˇ

ˇ

2


ě cH}a}
2}Φ}2ρL “ cH}c}

2 ,

where the last equality follows from }a}2 “ 1 and }Φ}2ρL “ }
řp
k“1 ckψk}

2
ρL
“ }c}2. Thus,

λminpΓ1,8q “ min
aPSN´1

aTΓ1,8a ě cH}c}
2 . (A.14)

Next, we show that the lower bound holds for the smallest eigenvalue of the empirical normal
matrix with a high probability based on the matrix Bernstein inequality. The proof closely parallels
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that of (2.12), and we omit some details. Setting sQ
p1q
M “ Γ1,M ´ Γ1,8 “

1
M

řM
m“1rΓ

m
i pt1q ´ Γ1,8s,

the matrix Bernstein inequality reveals that

Pt} sQp1qM } ě εu ď 2N exp

ˆ

´
Mε2{2

ppL2
Hq

2 ` pL2
Hε{3

˙

. (A.15)

The rest is the same as the proof of (2.12).

Part (b). Fix a P RNˆN with each row normalized, namely, }ai} “ 1 fpr every i P rN s. Let c P Rp
with }c} “ 1 and let K “

řp
k“1 ckψk. The normal equations for (2.2) and their solution take the

form

pc “ A
:

MbM , where

AM :“ pAALS
c,M q

TAALS
c,M “

1

ML

L,M
ÿ

l“1,m“1

Aml , Aml “ paBpXm
tl
qqTaBpXm

tl
q P Rpˆp

bM :“ pAALS
c,M q

Tr∆Xm
tl
sl,m “

1

MT

L,M
ÿ

l“1,m“1

bml , bml “ paBpXm
tl
qqT∆Xm

tl
P Rpˆ1 ,

(A.16)

so that cTAMc “
1
ML

řL,M
l“1,m“1 c

TAml c P Rpˆp where

cTAml c “ cTBpXm
tl
qTaaTBpXm

tl
qc “

1

N

N
ÿ

i“1

ˇ

ˇ

ˇ

N
ÿ

j“2

aijΦprijptlqq
ˇ

ˇ

ˇ

2
.

Again, without loss of generality, we can assume L “ 1, and as the argument before, we get from
the joint coercivity condition (2.11) that

cTA8c “ cTErAM sc “
1

N

N
ÿ

i“1

E
„

ˇ

ˇ

ˇ

N
ÿ

j“2

aijΦprijptlqq
ˇ

ˇ

ˇ

2


ě cH
1

N

N
ÿ

i“1

}ai}
2}Φ}2ρL “ cH,

where the last equality follows from the fact that }ai}2 “ 1 and }Φ}2ρL “ }c}
2 “ 1. Thus,

λminpA8q “ min
cPPSp

cTA8c ě cH . (A.17)

Lastly, same as in the proof of (a), we define sQ
p2q
M “ AM ´ A8 “

1
M

řM
m“1A

m
0 and then obtain a

similar result as in (A.15) switching N and p. So,

P
"

λminpAi,M q ě cH ´ ε

*

ě 1´ 2p exp

ˆ

´
Mε2{2

pNL2
Hq

2 `NL2
Hε{3

˙

.

The proof is completed.

A.3 Convergence of the ORALS estimator

Proof of Theorem 2.7. We consider the normal equations associated with the system in (2.3):

pzi,M “ A´1
i,Mvi,M , where

Ai,M :“
1

ML

L,M
ÿ

l“1,m“1

rAisTl,mrAisl,m, vi,M :“
1

ML

L,M
ÿ

l“1,m“1

rAisTl,mrp∆Xqisl,m .
(A.18)
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To prove part (i), recall that for each i fixed, trAis P RLdˆpN´1qpuMm“1 are independent identically
distributed for each m, hence by Law of large numbers

Ai,M “
1

ML

L,M
ÿ

l“1,m“1

rAisTl,mrAisl,m Ñ Ai,8 a.s. as M Ñ8 .

Additionally, by Proposition 2.6, Ai,8 is invertible, with the smallest eigenvalue no smaller than
cH, and Ai,M is invertible with the smallest eigenvalue larger than cH{2 with high probability,
with Gaussian tails in M . By standard argument employing the Borel-Cantelli lemma, we have
A´1
i,M Ñ A´1

i,8 a.s. as M Ñ8.
Meanwhile, making use of (2.15) and the notation Ai,mptlqzi “ paBpXm

tl
qc∆tqi in (2.3), we have

vi,M “
1

ML

L,M
ÿ

l“1,m“1

rAisTl,mrp∆Xqisl,m “ Ai,Mzi ` rvi,M

where rvi,M :“ σ
?

∆t 1
ML

řL,M
l“1,m“1rAis

T
l,mp∆Wm

tl
qi. Note that rvi,M is a sum of M independent

square integrable samples since the basis functions are uniformly bounded under Assumption 2.5.
Thus, by Central Limit Theorem, we have

?
Mrvi,M converges in distribution to a N p0, σ2∆tAi,8q-

distributed Gaussian vector. Hence, together with the above fact that A´1
i,M Ñ A´1

i,8 a.s. asM Ñ8,
we have by Slutsky’s theorem that the random vector

ξi,M :“ A´1
i,Mrvi,M

d
ÝÑ ξi,8

d
„ N p0, pσ∆tq2A´1

i,8q (A.19)

where A´1
i,M is the pseudo-inverse when the matrix is singular. Consequently, the estimator

pzi,M “ A´1
i,Mvi,M “ zi ` ξi,M

is asymptotically normal.
Part (ii) follows from the explicit form of the 1-step and 2-step iteration estimators. Denote

ξξξi,M P RpN´1qˆp the matrix converted from ξi,M P RpN´1qpˆ1 in (A.19), i.e., ξi,M “ Vecpξξξi,Mq.
Then, as M Ñ 8,

?
Mξξξi,M converges in distribution to the centered Gaussian random matrix ξξξi,

the inverse vectorization of the Gaussian vector ξi,8 in (A.19).
Starting from c0 P Rpˆ1 with cT

˚ c0 ‰ 0, the first step of the deterministic ALS minimizes the
loss function EM pa, c0q with respect to a to obtain, for i P rN s,

praM,1qTi “ |c0|
´2

pZi,Mc0 “ |c0|
´2rpcT

˚ c0qpa˚q
T
i ` ξξξi,Mc0s .

Then, noting that }pa˚qi} “ 1, we have

}praM,1qTi }
2 “ |c0|

´4pcT
˚ c0q

2}pa˚q
T
i ` η

p1q
i,M}

2 “ |c0|
´4pcT

˚ c0q
2p1` ε

p1q
i,M q ,

where we denote

η
p1q
i,M :“ pcT

˚ c0q
´1ξξξi,Mc0 P RNˆ1, ε

p1q
i,M :“ 2pa˚qiη

p1q
i,M ` }η

p1q
i,M}

2. (A.20)

Hence, the normalized 1-step estimator can be written as

ppaM,1qTi “ pra
M,1qTi {}pra

M,1qTi } “
pa˚q

T
i ` η

p1q
i,M

}pa˚qTi ` η
p1q
i,M}

“
pa˚q

T
i ` η

p1q
i,M

b

1` ε
p1q
i,M

.
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Thus, the difference between ppaM,1qTi and pa˚qTi is

ppaM,1qTi ´ pa˚q
T
i “

1´
b

1` ε
p1q
i,M

b

1` ε
p1q
i,M

pa˚q
T
i `

η
p1q
i,M

b

1` ε
p1q
i,M

“
´ε

p1q
i,M

b

1` ε
p1q
i,M p1`

b

1` ε
p1q
i,M q

pa˚q
T
i `

η
p1q
i,M

b

1` ε
p1q
i,M

(A.21)

where ηp1qi,M and εp1qi,M are defined in (A.20).

By Slutsky’s theorem, we get
?
Mη

p1q
i,M

d
Ñ pcT

˚ c0q
´1ξξξic0, and by Lemma A.5 we obtain

?
Mε

p1q
i,M “ 2pcT

˚ c0q
´1
?
Mpa˚qiξξξi,Mc0 ` pc

T
˚ c0q

´2
?
M}ξξξi,Mc0}

2 d
ÝÑ 2pcT

˚ c0q
´1pa˚qiξξξic0 .

Consequently, the asymptotic normality of ppaM,1qi follows from

?
M rppaM,1qTi ´ pa˚q

T
i s

d
Ñ pcT

˚ c0q
´1rξξξic0 ´ pa˚qiξξξic0pa˚q

T
i s . (A.22)

Note that the limit distribution depends on the initial condition c0. This dependence on c0 will be
removed in the 2nd-iteration.

Next, by minimizing the loss function EppaM,1, cq with respect to c, we obtain pcM,1:

pcM,1 “

„ N
ÿ

i“1

ppaM,1qippa
M,1qTi

´1 N
ÿ

i“1

pZT
i,M ppa

M,1qTi . (A.23)

Note that
řN
i“1ppa

M,1qippa
M,1qTi “ N since }ppaM,1qi} “ 1. Thus,

pcM,1 ´ c˚ “

„

1

N

N
ÿ

i“1

pa˚qippa
M,1qTi ´ 1



c˚ `
1

N

N
ÿ

i“1

ξξξT
i,M ppa

M,1qTi

“
1

N

N
ÿ

i“1

„

pa˚qi
rpa˚q

T
i ` η

p1q
i,M s

b

1` ε
p1q
i,M

´ 1



c˚ `
1

N

N
ÿ

i“1

ξT
i,M

pa˚q
T
i ` η

p1q
i,M

b

1` ε
p1q
i,M

(A.24)

“
1

N

N
ÿ

i“1

´ε
p1q
i,M

b

1` ε
p1q
i,M p1`

b

1` ε
p1q
i,M q

c˚ `
1

N

N
ÿ

i“1

pa˚qiη
p1q
i,Mc˚

b

1` ε
p1q
i,M

`
1

N

N
ÿ

i“1

ξξξT
i,M pa˚q

T
i ` ξξξ

T
i,Mη

p1q
i,M

b

1` ε
p1q
i,M

.

Again, using Lemma A.5 and Slutsky’s theorem, we get the asymptotic normality of pcM,1

?
M rpcM,1 ´ c˚s

d
Ñ

1

N

N
ÿ

i“1

ξξξT
i pa˚q

T
i . (A.25)
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We remove the dependence of c0 in the limit distribution in (A.22) by another iteration. That
is, we minimize the loss function Epa,pcM,1q with respect to a to obtain ppaM,2qi. Applying same
argument above for ppaM,1qi, in which we replace c0 in (A.20) by pcM,1 obtained in (A.23), we obtain
an update

η
p2q
i,M :“ pcT

˚pc
M,1q´1ξξξi,MpcM,1 ,

ε
p2q
i,M :“ 2pa˚qiη

p2q
i,M ` }η

p2q
i,M}

2 “ 2pcT
˚pc

M,1q´1pa˚qiξξξi,MpcM,1 ` pcT
˚pc

M,1q´2}ξξξi,MpcM,1}2 .

Note that ηp2qi,M and εp2qi,M are well-defined because cT
˚pc

M,1 ‰ 0 almost surely. The asymptotic nor-
mality (A.25) implies pcM,1 converges to c˚ almost surely as M tends to infinity. Hence, combining
?
Mξξξi,M

d
Ñ ξξξi with Lemma A.5 and Slutsky’s theorem we get

?
Mη

p2q
i,M

d
Ñ |c˚|

´2ξξξic˚ ,
?
Mε

p2q
i,M

d
Ñ 2|c˚|

´2pa˚qiξξξic˚ .

Therefore, replacing ηp1qi,M and εp1qi,M by ηp2qi,M and εp2qi,M in (A.21) respectively, we have the asymptotic
normality

?
M rppaM,2qTi ´ pa˚q

T
i s

d
Ñ |c˚|

´1rξξξic˚ ´ pa˚qiξξξic˚pa˚q
T
i s . (A.26)

Combining (A.25) and (A.26), we complete the proof of (ii).

Lemma A.5 Let tξMu8M“1 be a sequence of square integrable RpN´1qpˆ1-valued random variables
such that

?
MξM

d
ÝÑ ξ8 as M Ñ 8, where ξ8

d
„ N p0,Σq with a nondegenerate Σ. Denote ξξξM and

N the random matrices corresponding to ξM “ Vecpξξξq and ξ8 “ VecpNq, respectively. Also, let
a P RNˆN and assume cM Ñ c almost surely as M Ñ8. Then,

(i)
?
MξξξMc

d
Ñ Nc and

?
MaξξξMc

d
Ñ aNc;

(ii)
?
MξξξMcM

d
Ñ Nc and

?
MaξξξMcM

d
Ñ aNc; and

(iii)
?
MξξξT

MξξξMcÑ 0 and
?
M}ξξξMc}

2 Ñ 0 almost surely.

Proof. Part (i) follows directly from the convergence of ξM . Part (ii) and (iii) can be derived from
the Borel-Cantelli lemma and Slutsky’s theorem.

A.4 Trajectory prediction error

Proof of Proposition 2.8. Since pXt and Xt have the same initial condition and driving force,
we have

pXt ´Xt “

ż t

0
rpaBppXsqpc´ aBpXsqcs ds.

By Jensens’s inequality in the form |1t

şt
0 fpsqds| ď t

şt
0 |fpsq|

2ds,

E}pXt ´Xt}
2
F ď t

ż t

0
E}paBppXsqpc´ aBpXsqc}

2
F ds. (A.27)
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Next, we seek a bound for the integrand. With the notations ri,js “ Xj
s ´ Xi

s, pr
i,j
s “ pXj

s ´ pXi
s,

Φpri,js q “
řp
k“1 ckψkpr

i,j
s q, we can write aBpXsqc “

´

ř

j‰i aijΦpr
i,j
s q

¯

iPrNs
P RNˆd, and similarly

for paBppXsqpc. Hence, applying the Jensen’s inequality }
ř

j‰iAj}
2
Rd ď

1
N´1

ř

j‰i }Aj}
2
Rd and the

triangle inequality, we obtain

}paBppXsqpc´ aBpXsqc}
2
F “

N
ÿ

i“1

„

›

›

›

ÿ

j‰i

”

paij pΦppr
i,j
s q ´ aijΦpr

i,j
s q

ı›

›

›

2

Rd



ď
1

N ´ 1

N
ÿ

i“1

ÿ

j‰i

|paij ´ aij |
2
›

›Φpri,js q
›

›

2

`
1

N ´ 1

N
ÿ

i“1

ÿ

j‰i

|paij |
2

„

›

›

›

pΦppri,js q ´ Φpri,js q
›

›

›

2

Rd



. (A.28)

We bound the above two terms in the last inequality by }pa´a}2F and }pc´ c}2 using the uniform
boundedness of the basis functions. The first term is bounded by

1

N ´ 1

N
ÿ

i“1

ÿ

j‰i

|paij ´ aij |
2
›

›Φpri,js q
›

›

2
ď
pC2

0}c}
2
2

N ´ 1

N
ÿ

i“1

ÿ

j‰i

|paij ´ aij |
2

ď
pC2

0}c}
2
2

N ´ 1
}a´ pa}2F

where the first inequality follows from the fact that
›

›Φpri,js q
›

›

2
“

›

›

řp
k“1 ckψkpr

i,j
s q

›

›

2
ď p}c}22C

2
0 for

each pi, j, sq since }ψk}8 ď C0 by assumption.
The second term follows from the assumptions on the basis functions and entry-wise boundedness

of the weight matrix. We first drive a bound for
›

›

›

pΦppri,js q´Φpri,js q
›

›

›

2
based on the triangle inequality:

›

›

›

pΦppri,js q ´ Φpri,js q
›

›

›

2
ď

›

›

›

pΦpri,js q ´ Φpri,js q
›

›

›

2
`

›

›

›

pΦppri,js q ´
pΦpri,js q

›

›

›

2

ď p}c´ pc}2C2
0 ` p}pc}

2C2
0}r

i,j
s ´ pri,js }

2 ,

where the second inequality follows from the next two inequalities:

›

›

›

pΦpri,js q ´ Φpri,js q
›

›

›

2
“

›

›

›

p
ÿ

k“1

“

ck ´ pck
‰

ψkpr
i,j
s q

›

›

›

2
ď p}c´ pc}2C2

0 ,

›

›

›

pΦppri,js q ´
pΦpri,js q

›

›

›

2
“

›

›

›

p
ÿ

k“1

pck
“

ψkpr
i,j
s q ´ ψkppr

i,j
s q

‰

›

›

›

2
ď p}pc}2C2

0}r
i,j
s ´ pri,js }

2

for each pi, j, sq since }ψk}8 ď C0 and }∇ψk}8 ď C0. Hence, we obtain a bound for the second
term in (A.28) :

1

N ´ 1

N
ÿ

i“1

ÿ

j‰i

|paij |
2
›

›

›

pΦppri,js q ´ Φpri,js q
›

›

›

2

Rd
ď

pC2
0

N ´ 1

N
ÿ

i“1

ÿ

j‰i

|paij |
2
”

}c´ pc}2 ` }pc}2}ri,js ´ pri,js }
2
ı
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ď
pC2

0

N ´ 1

N
ÿ

i“1

ÿ

j‰i

”

`

|paij |
2}c´ pc}2

˘

` }pc}22}r
i,j
s ´ pri,js }

2
ı

ď
pC2

0

N ´ 1

”

N}c´ pc}2 ` 4N}pc}22}
pXs ´Xs}

2
F

ı

,

where the last inequality makes use of the fact that }pai¨}2 “
ř

j‰i |pai,j |
2 “ 1 for each i and

ř

i

ř

j }r
i,j
s ´ pri,js }2 ď 4N}pXs ´Xs}

2
F .

Consequently, plugging the above two estimates into (A.28) we obtain a bound

}paBppXsqpc´ aBpXsqc}
2
F ď

pNC2
0

N ´ 1

”

}c}22}a´ pa}2F ` }c´ pc}2 ` 4}pc}22}
pXs ´Xs}

2
F

ı

.

Combining the above inequality with (A.27), we conclude that

Er}pXt ´Xt}
2s ď

pNC2
0

N ´ 1

„

T 2p}c}22}a´ pa}2F ` }pc´ c}
2
2q ` 2}pc}22T

ż t

0
E
”

}pXs ´Xs}
2
ı

ds



ď C1

„

T 2pC2}a´ pa}2F ` }pc´ c}
2
2q ` 2C2T

ż t

0
E
”

}pXs ´Xs}
2
ı

ds



with C1 “ 2pC2
0 and C2 “ }pc}

2
2 ` }c}

2
2. Then, (2.16) follows from Gronwall’s inequality.

A.5 Connection with the classical coercivity condition

We discuss the relation between the joint and the interaction kernel coercivity conditions in Defini-
tions 2.2–2.4 and the classical coercivity condition for homogeneous system see e.g., [LLM`21, Def-
inition 1.2] or [LZTM19, Definition 3.1].

To make the connection, we consider only a homogeneous multi-agent system in the form

dXi
t “

1

N ´ 1

ÿ

j‰i

ΦpXj
t ´X

i
tqdt` σdW

i
t , i P rN s, (A.29)

where Xi
t P Rd is the state of the i-th agents, and W i

t is an Rd-valued standard Brownian motion.
Suppose that the initial distribution of pX1

0 , . . . , X
N
0 q is exchangeable (i.e., the joint distributions

of tXi
0uiPI and tXi

0uiPIσ are identical, where I and Iσ are two sets of indices with the same size).
In other words, such a system has a weight matrix with all entries being the same. Note that

the normalizing factor is N ´ 1, since each agent interacts with all other agents. Note that the
distribution of Xt “ pX

1
t , . . . , X

N
t q is exchangeable for each t ě 0 since the interaction is symmetric

between all pairs of agents. This exchangeability plays a key role in simplifying the coercivity
conditions below. The exchangeability leads to the following appealing properties:

pP1q The exploration measure ρL in (2.8) is the average of the distributions of tX1
tl
´X2

tl
u:

ρLpAq “
1

L

L
ÿ

l“1

P
`

X1
tl
´X2

tl
P A

˘

, @A P Rd,

and it has a continuous density supported on a bounded set, denoted by supppρq.
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pP2q Let rijptlq “ Xi
tl
´Xj

tl
for any i ‰ j. Then, for each tl,

Er
ˇ

ˇΦprijptlqq
ˇ

ˇ

2
s “ Er

ˇ

ˇΦpr12ptlqq
ˇ

ˇ

2
s, @i ‰ j;

ErxΦprijptlqq,ΦprikptlqqyRNds “ ErxΦpr12q,Φpr13qyRNds, @i ‰ j, i ‰ k, j ‰ k.

We first extend the classical coercivity condition, which was defined for radial interaction kernels
in the form Φpxq “ φp|x|q x

|x| , to the case of general non-radial interaction kernels. The extension is a
straightforward reformulation of the definitions in [LLM`21, Definition 1.2] or [LZTM19, Definition
3.1], with minor changes taking into account the normalizing factor 1{pN ´ 1q and the non-radial
kernel.

Definition A.6 (Classical coercivity condition for homogeneous systems) The homogeneous
system (A.29) sastifies the coercivity condition on a set H Ă L2

ρ if

1

NpN ´ 1q2

N
ÿ

i“1

1

L

L
ÿ

l“1

E

«

ˇ

ˇ

ˇ

ˇ

ÿ

j‰i

Φprijptlqq

ˇ

ˇ

ˇ

ˇ

2
ff

ě cH}Φ}
2
L2
ρ
, @Φ P L2

ρL
, (A.30)

where cH ą 0 is a constant and ρL is the exploration measure defined in (2.8).

Kernel
coercivity

Rank 1-Joint
coercivity

Classical
coercivity

Figure 9: The relation between coercivity conditions for homogenous systems.

We show next that the three coercivity conditions (the joint and the interaction kernel coercivity
conditions in Definitions 2.2–2.4 and the above classical coercivity condition) are related as follows.

• The joint coercivity condition is equivalent to the classical coercivity.

• The kernel coercivity (2.11) requires a stronger condition than the classical coercivity. It
yields a suboptimal coercivity constant c0,H

N´1 with c0,H P p0, 1q (see Proposition A.1), which is
smaller than cH “ 1

N´1 for the classical coercivity.

Without loss of generality, we set L “ 1 and drop the time index tl hereafter. Hence, we can
write }Φ}2ρL “ Er|Φpr12q|

2s.
By Property pP2q, we can simplify Eq.(A.30) in the above classical coercivity condition to

1

pN ´ 1q2
E

«

ˇ

ˇ

ˇ

ˇ

N
ÿ

j“2

Φpr1jq

ˇ

ˇ

ˇ

ˇ

2
ff

ě cHEr|Φpr12q|
2s.

This is exactly the joint coercivity condition after considering Property pP2q. Hence, the joint
and the classical coercivity are equivalent for homogeneous systems with an exchangeable initial
distribution.
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On the other hand, the kernel coercivity (2.11) is stronger than the classical coercivity. By
Proposition A.1, it yields a suboptimal coercivity constant c0,H

N´1 . This constant is smaller than the
optimal constant cH “ 1

N´1 in the classical coercivity condition in [LLM`21].
Interestingly, while both the interaction kernel coercivity condition and the classical coercivity

condition lead to the joint coercivity, they approach it from different directions. Specifically, the
classical coercivity condition seeks the infimum infΦPL2

ρL
,}Φ}

L2
ρL
“1 ErxΦpr12q,Φpr13qys “ 0 to obtain

cH “
1

N´1 as in [LLM`21]. Under the assumption that r12 and r13 are independent conditional on
F1, which implies ErxΦpr12q,Φpr13qys “ Er|ErΦpr12q | F1s|2s, the above infimum is equivalent to

inf
ΦPL2

ρL
,}Φ}

L2
ρL
“1

Er|ErΦpr12q | F1s|2s “ 0.

In contrast, the kernel coercivity, reducing to Ertr CovpΦpr12q | F1qs ě c0
HEr|Φpr12q|

2s after taking
into account exchangeability, is equivalent to

inf
ΦPL2

ρL
,}Φ}

L2
ρL
“1

Er|ErΦpr12q | F1s|2s ď p1´ c0
Hq.

Hence, the classical coercivity sets a lower bound for the term Er|ErΦpr12q | F1s|2s, whereas the
kernel coercivity sets an upper bound for this term so that the loss of dropping this terms (in (A.4))
is controlled. In general, it is easier to prove the upper bound than the lower bound.

B Details and additional numerical results

B.1 Computational costs

The detailed breakdown of the computational costs, leading to the overall costs in table 2, is as
follows. For both algorithms, the data processing involvesMLdN2p flops on evaluating tψkpX

j,m
tl
´

Xi,m
tl
q, 1 ď i, j ď Nu1ďmďM1ďkďN , where these computations can be done in parallel in M,L or N .

The ALS computation consists of two additional parts: solving the least square problems to
estimate a and Φ and iterating. In each iteration, when solving the least squares for the rows of
the weight matrix via the MLdˆN matrices, it takes OpMLdNpNparq to assemble the regression
matrices and OppMLdN2 ^ pMLdq2NqNparq to solve the least squares problems; when solving the
coefficient c via the MLdN2 ˆ p matrix, it takes OpMLdNNparpq flops to assemble the regression
matrix and OpMLdN2p2^ pMLdN2q2pq to solve the least squares problem. Here Npar means that
the computation can be done trivially in parallel. Lastly, the number of iterations is often below, say,
20, independent of M,N, p, albeit we do not have any theoretical guarantees for this phenomenon.
Thus, the total computational cost of ALS is of order OpMLdN2pNpar`p

2qq, in the natural regime
M ě N2 ` p.

The ORALS computation consists of three parts: data extraction, solving the least squares, and
matrix factorization. The data extraction involves MLdN2p flops, and the matrix factorization for
the Zi’s takes a negligible cost of OppN2` p2qNparq flops. The major cost takes place in solving the
least squares. The long-matrix approach takes about OpMLdpNpq2Nparq flops to solve all the Zi’s,
in which assembling the MLd ˆ Np regression matrix does not take extra time since it is simply
reading the extracted array. The normal equation approach would require OppMLNqpardN

2p2 `

pNpq3Nparq flops, which consists of OppMLNqpardN
2p2q flops to assemble the normal matrices and

OppNpq3qNparq flops to solve the equations. Therefore, the total computational cost for ORALS is
of order OpMLdpNpq2Nparq for the long-matrix approach and OppMLNqpardN

2p2`pNpq3Nparq for
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Figure 10: Computation time for the construction of the ALS and ORALS estimators, as a function
of M (left) and of N (right). In both plots, the other parameters are set as: L “ 2, d “ 1, n “ 8;
in the first plot N “ 16, and in the second plot M “ 1024; the interaction kernel is the inverse
Fourier transform of a random vector with decaying coefficients, and no regularization is imposed.
The scaling of ORALS as N3 in the figure on the right, instead of the expected N4, as the term
MLdN3 overcomes N4 for the values of the parameters we have here; we could not perform runs
with larger N due to the significant memory that would have been required. Tests are run on a
machine with 2 processors with 12 cores each, and 448GB of RAM.

the normal matrix approach. When ML ą N2 ` p, the normal equation approach is more efficient
since the computation can be in parallel in ML.

We corroborate the computational complexity of ALS and ORALS discussed in section 2.3.2
and reported in table 2 with the measurements in wall-clock runtime, reported in figure 10.

B.2 Regularization

Regularization is helpful to produce stable solutions when the matrix in the least squares of ALS
or ORALS is ill-conditioned, and the data is noisy. We have tested five methods to solve the ill-
posed linear equations: direct backslash (denoted by “NONE”), pseudo-inverse, minimal norm least
squares (denoted by “lsqmininorm”), the Tikhonov regularization with Euclidean norm (denoted by
“ID”), and the data-adaptive RKHS Tikhonov regularization (denoted by “RKHS”).

The data-adaptive RKHS Tikhonov regularization uses the norm of an RKHS adaptive to data
and the basis functions of the kernel. In estimating the kernel coefficients in ALS, in addition to
the regression matrix and vector, it uses the basis matrix B with entries

Bψ “
1

pN ´ 1qNLM

L´1
ÿ

l“0

M
ÿ

m“1

ÿ

j‰i

xψkpr
m
ij,tl
q, ψlpr

m
ij,tl
qyRd , rij,t “ Xj

t ´X
i
t . (B.1)

where tψku
p
k“1 are the basis functions in the parametric form and recall that

ř

j‰i :“
řN
i“1

řN
j“1,j‰i.

In ORALS for the estimation of pzi,M in (2.3), we supply the DARTR with basis matrix IN bBψ P
RNpˆNp with Bψ in (B.1), where b denotes the Kronecker product of matrices.

Figure 11 shows the errors of regularized estimators in 10 simulations of the Lennard-Jones
model. The model parameters are N “ 20, p “ 3, L “ 5 and d “ 2. Here, the sample size M “ 64
is relatively small, so the regression matrices in ORALS tend to be deficient-ranked; in contrast,
the regression matrices in ALS are well-conditioned. The results show that the minimal norm least
squares and DARTR lead to more robust and accurate estimators than the other methods for the
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ORALS, but all methods perform similarly for ALS. Additional numerical tests show that as the
sample size increases, the regression matrices for both ORALS and ALS become well-posed, and
the direct backslash and the pseudo-inversion lead to accurate solutions robust to noise.

In short, regularization is helpful when the regression matrices are ill-conditioned and the data
is noisy; otherwise, either the direct backslash or the pseudo-inversion is adequate. In the para-
metric estimation of the kernel, the regression matrices are often well-conditioned. However, in
nonparametric estimation, the regression matrices are often ill-conditioned and even rank-deficient
in the process of selecting an optimal dimension for the hypothesis space to achieve the bias-variance
tradeoff.
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Figure 11: Errors of estimators in 10 simulations for different regularization methods. Here the
regression matrices are deficient-ranked due to a small sample size M “ 64. The other parameters
are N “ 20, p “ 3, L “ 5 and d “ 2.

Another type of regularization, different from those above that regularize the least squares in
ALS or ORALS, is to enforce the low-rank property. Such regularizers include minimizing the
nuclear norm [RFP10] or adding a term maintaining the norm-preserving property of the Hessian of
the loss function [GJZ17]. They could be beneficial to the operation regression stage of the ORALS
algorithm. We leave further exploration of these regularizers in future work.

B.3 Dependence on noise level and stochastic force

To examine robustness to stochastic force and observation noise, we test the error decay in the scale
of the stochastic force and the noise level.

Figure 12 shows that for both ALS and ORALS estimators, the error decays linearly in the
stochastic force level σ in 100 simulations. In each simulation, we set observation noise with σobs “
10´7, the sample size M “ 1000. In particular, to see the effects of the stochastic force, we use long
trajectories with time length T “ 100.

Similarly, Figure 13 shows that for both ALS and ORALS estimators, the error decays linearly
in the noise level σobs in 100 simulations. In each simulation, we take σ “ 0, M “ 1000, and T “ 1.

B.4 Additional tests on a directed graph on a circle

We also provide an example with a very simple graph in our admissible setM, i.e., a directed circle
graph. We present the graph, kernel estimation, and true trajectory in Figure 14; the rest of the
results are very similar to the previous settings and are hence omitted.
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Figure 12: Decay of estimation error as the stochastic force decreases.
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Figure 13: Decay of estimation error as the observation noise level decreases.

B.5 Additional details for identifying the leader-follower model

We examine a Leader-follower system where leaders have significant impacts on others; see the left
panel of Figure 15. In the Impact-Influence coordinate, as shown in the middle panel of Figure
15, one can observe that the leaders A1 and A6 stand out from the rest. As the sample size M
increases, both the estimated graph pa and the estimated interaction kernel pΦ in the top of (6)
become more precise. It becomes evident that a more accurate estimator pa contributes to more
precise identifications of leaders and their followers. The Leader-follower network estimated with
M “ 100 almost recovers the true network (the left one in Figure 15). Thus, the clustering result of
M “ 100 shown in the last row of the right panel in Figure 15 aligns with the ground truth depicted
in the first row. Nevertheless, it’s noteworthy that identifying leaders and properly classifying
followers remain feasible even when the estimator pa is not highly precise.

C Connection with matrix sensing and RIP
In this section, we connect our joint inference problem with matrix sensing (see [GJZ17, ZSL19,
RFP10] for example) and study the restricted isometry property (RIP) of the joint inference.

Matrix sensing and RIP. The matrix sensing problem aims to find a low-rank matrix Z˚ P
Rn1ˆn2 from data bm “ xAm, Z˚yF , where A1, ¨ ¨ ¨ , AM P Rn1ˆn2 are sensing matrices. To find Z˚
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Figure 14: An example of the simplest graph, the true trajectory, and the kernel estimators. Each
particle only follows one other particle, forming a spiral dynamical behavior. There is limited data
of r P r1.2, 1.4s since particles quickly converge together, leading to small values of ρ in the region.
As a result, the kernel estimators have large errors in the region; yet, their overall L2

ρ errors remain
small with εK for ALS is 1.19ˆ 10´2 and for ORALS is 1.89ˆ 10´2.
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Figure 15: Left: the true Leader-follower network; Middle: the clustering of the true system, with
two groups led by A1 (red group) and A6 (blue group); Right: the results of cluster based on the
estimates with sample sizes M P t15, 30, 100u. The graph errors (in Frobenius norm) are 0.1254,
9.8ˆ 10´3, 1.8ˆ 10´3; and the kernel errors are 0.0115, 1.4ˆ 10´3, 3ˆ 10´4.

with rank r ! n1 ^ n2, one solves the following non-convex optimization problem

min
ZPRn1ˆn2 ,rankpZq“r

F pZq “
1

M

M
ÿ

m“1

|xAm, ZyF ´ bm|
2 “

1

M

M
ÿ

m“1

|TrpAT
mZq ´ bm|

2 . (C.1)

It is well-known that the constrained optimization problem (C.1) is NP-hard. A common method of
factorization is introduced by Burer and Monteiro [BM03,BM05] to treat (C.1). Namely, we express
Z “ UV T where U P Rn1ˆr and V P Rn2ˆr. Then (C.1) can be transformed to an unconstraint
problem

min
UPRn1ˆr,V PRn2ˆr

F pU, V q “
1

M

M
ÿ

m“1

|xAm, UV
TyF ´ bm|

2 (C.2)

“
1

M

M
ÿ

m“1

|TrpAT
mUV

Tq ´ bm|
2 “

1

M

M
ÿ

m“1

|TrpUTAmV q ´ bm|
2 .
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To simplify the notations, let us define a linear sensing operator A : Rn1ˆn2 Ñ RM by

A pZq “

ˆ

1
?
M
xA1, ZyF , ¨ ¨ ¨ ,

1
?
M
xAM , ZyF

˙

. (C.3)

Definition C.1 (Restricted isometry property (RIP)) The linear map A satisfy the pr, δrq-
RIP condition with the RIP constant δ “ δr P r0, 1q if there is a (strictly) positive constant C

p1´ δq }Z}2F ď
1

C
}A pZq}22 “

1

CM

M
ÿ

m“1

xAm, Zy
2
F ď p1` δq }Z}

2
F (C.4)

holds for all Z with rank at most r. We also simply say that A satisfies the rank-r RIP condition
without specifying the RIP constant δr P r0, 1q.

Remark C.2 The normalization factor C in the condition (C.4) was introduced in [RT11]. It
enables the application of RIP to a larger class of sensing matrices that can be scaled to near
isometry. In particular, in our setting, the sensing matrices are mostly far from an isometry.

Restricted isometry property and the restricted isometry constant are powerful tools in the
theory of matrix sensing [RFP10], a generalization of compressed sensing [CT05]. For example, it
can characterize the identifiability of matrix sensing problems.

Theorem C.3 (Theorem 3.2 in [RFP10]) Suppose that δ2r ă 1 for some integer r ě 1, i.e., A
satisfy the rank-2r RIP condition for r ě 1. Then Z˚ is the only matrix of rank at most r satisfying
A pZq “ b “ rb1, ¨ ¨ ¨ , bM s

T.

This article establishes a connection between the rank-1 and rank-2 Restricted Isometry Property
(RIP) conditions and their counterparts in joint coercivity conditions.

Joint inference of a and c as matrix sensing problems. In our setting (1.1), the estimator
ppa,pcq is the minimizer of the following loss function

EL,M pa, cq “
1

MT

L´1,M
ÿ

l“0,m“1

›

›∆Xm
tl
´ aBpXm

tl
qc∆t

›

›

2

F
“

N
ÿ

i“1

EpiqL,M pai¨, cq

where EpiqL,M pai¨, cq “
1

MT

L´1,M
ÿ

l“0,m“1

›

›p∆Xm
tl
qi ´ ai¨BpX

m
tl
qic∆t

›

›

2

F
. (C.5)

If we minimize the loss function EL,M pa, cq row by row, i.e., by minimizing the loss functions
EpiqL,M pai¨, cq for i “ 1 to N , each minimization is a rank-one matrix sensing problems (C.2) by
substituting U “ ai¨, V “ c, bm “ p∆Xm

tl
qi and Am “ BpXm

tl
qi for each row i. To illustrate the

idea, consider d “ 1, L “ 1, and ∆t “ 1. Thus we set the rank-one decomposition Z “ UV T where
U “ ai¨ P RN´1 and V “ c P Rp. Also, we define the sensing operator A : RpN´1qˆp Ñ RM with
the sensing matrices

Am “ BpXm
t0 qi “

”

ψk
`

Xj,m
t0

´Xi,m
t0

˘

ı

j‰i
1ďkďp

, m “ 1, ¨ ¨ ¨ ,M , (C.6)
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where Xt0 “ pX1
t0 , ¨ ¨ ¨ , X

N
t0 q is the initial condition and tψku

p
k“1 represents the basis functions.

Therefore,

ai¨BpX
m
t0 qic “ xAm, ZyF “ TrpAT

mUV
Tq .

In Section 4.3, we introduce a model (4.4) with Q types of interaction kernels. We shall take
Q “ 2 as an example to explain the connection with higher-rank matrix sensing problems. Namely,
κpiq “ 1 or 2 indicating the type of kernel for agent i, and the coefficients are

cki “ c
κpiq
k :“

#

c
p1q
k , κpiq “ 1 ;

c
p2q
k , κpiq “ 2 .

Without loss of generality, we still set d “ 1, L “ 1, and consider i-th row. Thus, the interacting
part in the system (4.5) can be rewritten to be

ai¨BpX
m
t qic¨i “

ÿ

j‰i

aij

p
ÿ

k“1

ψkpX
j,m
t ´Xj,m

t qc
κpiq
k

“
ÿ

j‰i

a
p1q
ij

p
ÿ

k“1

ψkpX
j,m
t ´Xi,m

t qc
p1q
k `

N
ÿ

j“2

a
p2q
ij

p
ÿ

k“1

ψkpX
j,m
t ´Xi,m

t qc
p2q
k (C.7)

where a
p1q
ij “ aij if κpiq “ 1, a

p1q
ij “ 0 if κpiq “ 2 and a

p2q
ij is defined similarly. So, selecting a

rank-two decomposition Z “ UV T with

U “ ra
p1q
i¨ ,a

p2q
i¨ s P R

pN´1qˆ2 and V “ rcp1q, cp2qs P Rpˆ2

we get (C.7) can be repressed as

ai¨BpX
m
t qic¨i “ xAm, ZyF “ TrpAT

mUV
Tq .

Here, Am is the same sensing matrix defined in (C.9). Also, for another multitype kernel model
where the type of interacting kernel depends on agent j

ai¨BpX
m
t qic̃¨j “

ÿ

j‰i

aij

p
ÿ

k“1

ψkpX
j,m
t ´Xj,m

t qc̃
κpjq
k ,

we have the same expression with a
p1q
ij and a

p2q
ij adapted accordingly.

In the classical matrix sensing problem (refer to, for example, [BM03,RFP10,LS23]), the entries
of the sensing matrix are i.i.d. standard Gaussian random variables. However, it is noteworthy
that the entries of Am in (C.6) exhibit high correlation. This characteristic presents a challenge,
preventing us from employing the “leave-one-out” tool, as successfully applied in [LS23,CLP22], to
prove the convergence of the alternating least square algorithm.

RIP and joint coercivity conditions. The lower bound of RIP is closely related to the joint
coercivity conditions in Definition 2.2. In the following, we illustrate that rank-1 and rank-2 RIP
conditions lead to the rank-1 and rank-2 joint coercivity conditions, respectively, when H is finite-
dimensional.
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Proposition C.4 Let H “ spantψku
p
k“1 with tψku

p
k“1 being orthonormal in L2

ρL
for p ě 1. Let

Ai : RpN´1qˆp Ñ RM be (row-wise) linear sensing operators in (C.3) with sensing matrices in
(C.6). Let r P t1, 2u. Suppose Ai satisfies the rank-r RIP condition with a constant δ for all i P rN s
uniform for all M Ñ8. Then, the rank-r joint coercivity condition holds.

Proof. Without loss of generality, we set i “ 1 and L “ 1 and abbreviate A1 as A . We consider
the rank-1 case first. For all rank-1 matrices Z “ uvT, it is equivalent to consider any u “ a1¨ PM
(defined in (1.2)) and any v “ c P Rp. Then, substituting (C.6) into (C.4) and sendingM to infinity,
we get the lower bound by the Law of large numbers that

}A pZq}22 “ E
„
ˇ

ˇ

ˇ

ˇ

N
ÿ

j“2

a1jΦpX
j`1
t0

´X1
t0q

ˇ

ˇ

ˇ

ˇ

2

ě Cp1´ δq }Z}2F “ Cp1´ δq|a1¨|
2}c}2`2

“ Cp1´ δq|a1¨|
2}Φ}2ρ

for any Φ “
ř

k ckψk P H. Thus, the coercivity constant in (2.9) is cH “ Cp1 ´ δq for a finite-
dimensional hypothesis space, where C is the normalization constant in the RIP condition when
the kernel is represented on an orthonormal basis.

Next, we consider the rank-2 case. Recall that lower bound in rank-2 RIP condition implies that
}A pZq}22 ě Cp1´ δq }Z}2F for all matrices with rank equal or less than two, i.e., Z “ u1v

T
1 ` u2v

T
2

for all u1, u2 P RN´1 and v1, v2 P Rp. We aim to show that

E
„ˇ

ˇ

ˇ

ˇ

N
ÿ

j“2

ra
p1q
1j Φ1pX

j`1
t0

´X1
t0q ` a

p2q
ij Φ2pX

j`1
t0

´X1
t0qs

ˇ

ˇ

ˇ

ˇ

2

ě cHr|a
p1q
i¨ |

2}Φ1}
2
ρL
` |a

p2q
i¨ |

2}Φ2}
2
ρL
s (C.8)

with cH “ Cp1´ δq for all Φ1,Φ2 P H being orthogonal and for all weight matrices ap1q,ap2q PM.
For any Φ1 “

ř

k c1,kψk P H and Φ2 “
ř

k c2,kψk P H being orthogonal to each other, we have

c1 K c2 and
›

›

›
a
p1q
1¨ c

T
1 ` a

p2q
1¨ c

T
2

›

›

›

2

F
“ |a

p1q
1¨ |

2|c1|
2 ` |a

p2q
1¨ |

2|c2|
2. Thus, with u1 “ a

p1q
1¨ , u2 “ a

p2q
1¨ and

v1 “ c1, v2 “ c2, the lower bound of rank-2 RIP amounts to

}A pZq}22 “ E
„ˇ

ˇ

ˇ

ˇ

N
ÿ

j“2

ra
p1q
1j Φ1pX

j`1
t0

´X1
t0q ` a

p2q
ij Φ2pX

j`1
t0

´X1
t0qs

ˇ

ˇ

ˇ

ˇ

2

ě Cp1´ δq }Z}2F “ Cp1´ δq
›

›

›
a
p1q
1¨ c

T
1 ` a

p2q
1¨ c

T
2

›

›

›

2

F

“ Cp1´ δqr|a
p1q
1¨ |

2|c1|
2 ` |a

p2q
1¨ |

2|c2|
2s

“ Cp1´ δqr|a
p1q
i¨ |

2}Φ1}
2
ρL
` |a

p2q
i¨ |

2}Φ2}
2
ρL
s .

So, we get (C.8) and finish the proof.

Large RIP constants and local minima in our setting. The RIP constant δ plays a crucial
role in characterizing the presence of spurious local minima and the convergence of search algorithms;
see for example, [BR17,GJZ17,LS23,CLP22]. Notably, when the rank r “ 1 and in the symmetric
setting U “ V in equation (C.2), a precise RIP threshold of δ “ 1

2 serves to establish both necessary
and sufficient conditions for the exact recovery of U “ V in the matrix sensing problem (C.2). For
example, readers can find the interesting result in [ZSL19].

46



Theorem C.5 (Theorem 3 in [ZSL19]) Let the sensing operator A satisfy p2, δq-RIP condition
and the loss function F pUq “ }A pUUT ´ Z˚q}2.

(a) If δ ă 1{2, then F has no spurious local minima.

(b) If δ ě 1{2, then there exists a counterexample admitting a spurious local minima.

However, the non-symmetric case introduces additional complexity, and achieving exact recovery
with a sharp threshold for the RIP constant remains an open challenge. Noisy case is another open
question, as mentioned in [ZSL19].

Our joint inference problem is in a noisy, non-symmetric setting. Thus, the sharp results on
δ in [ZSL19] for the symmetric noiseless setting do not apply. Nevertheless, the RIP constant δ
provides insights into our problem, specifically regarding the existence of local minima and the
convergence of the ALS algorithm.

As an example, we consider an interacting particle system with N “ 3 particles in Rd with
d “ 1 and L “ 1. We consider Gaussian i.i.d. initial conditions Xt0 “ pX

1, X2, X3q
i.i.d.
„ N p0, I3q.

To make it easy to present the results, we only consider two basis functions tψ1pxq, ψ2pxqu. Thus,
giving M samples, the sensing matrices tAmuMm“1 (C.6) are

Am “
”

ψk
`

Xj`1,m ´X1,m
˘

ı

1ďjď2
1ďkď2

“

„

ψ1

`

X2,m ´X1,m
˘

ψ2

`

X2,m ´X1,m
˘

ψ1

`

X3,m ´X1,m
˘

ψ2

`

X3,m ´X1,m
˘



, (C.9)

and the sensing operator A is defined as in (C.3) correspondingly. Verifying Restricted Isometry
Property (C.4) and finding the RIP constant δ for the operator A are NP-hard problems in general.

We shall numerically estimate the RIP constant δ for rank r “ 1 as follows. First, compute the
RIP ratios:

R` “

›

›A pu`0pv
`
0q

Tq
›

›

2

2
›

›u`0pv
`
0q

T
›

›

2

2

“
1

M

M
ÿ

m“1

ˇ

ˇ

ˇ
pu`0q

TAmv
`
0

ˇ

ˇ

ˇ

2
, ` “ 1, ¨ ¨ ¨ , 2000 ,

where tu`0, v`0u2000
`“1 are unit vectors randomly sampled in R2. Next, normalize the RIP ratios to be

in r0, 2s. We choose C “ maxptR`uq`minptR`uq
2 in (C.4) so that rR` “

R`
C P r0, 2s and the RIP constant

is given by

δ “
maxptR`uq ´minptR`uq

maxptR`uq `minptR`uq
P p0, 1q .

To highlight the effects of the basis functions on the RIP constant, we choose three sets of basis
functions listed in Table 5.

Figure 16 shows the distributions of the normalized RIP ratios for these three basis functions
when M “ 2000. As a reference, we also present numerical tests of the RIP ratios for the classical
Gaussian sensing operator, where the entries of Am are i.i.d. standard Gaussian random variables.
For the case of the Gaussian sensing operator, the normalized RIP ratios are clustered in the interval
r1 ´ δ, 1 ` δs with the computed values for δ being 0.0461, 0.0399, and 0.0534; these values agree
with the well-established result in [RFP10,LS23] that δ Ñ 0 when M turns to infinity. In contrast,
the normalized RIP ratios for the IPS spread widely in r0, 2s for all three sets of basis functions,
and their RIP constants are 0.4151, 0.8937, and 0.9462, which are relatively large.
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Figure 16: Distributions of the RIP ratios of the interacting particle system (IPS) in red color. The
basis functions and the estimated RIP constants are in Table 5. The wide spread of the ratios in an
interval r1´ δ, 1´ δs indicates a large RIP constant δ, particularly in the middle and right figures.
As a reference, we also present distributions of the RIP ratios for the Gaussian sensing operator in
blue color, for which the RIP constants, from left to right, are 0.0418, 0.0456, and 0.0474.

Left Middle Right
ψ1pxq sinpxq x4 ´ 6x2 ` 3 x´9

1r0.75,`8s

ψ2pxq cospxq x5 ´ 10x3 ` 15x x´3
1r0.25,`8s

RIP constant 0.4151 0.8937 0.9462

Table 5: The basis functions and the testing RIP constants in Figure 16. Left: Fourier basis; middle:
Hermite polynomials basis; right: as in Section 3 for the Lennard-Jones interaction kernel.

A large RIP value indicates that the matrix sensing problem may involve local minima, as
highlighted by Theorem C.5 and supported by findings in nonsymmetric scenarios in [BR17,GJZ17].
Therefore, local minima may exist in the joint inference, and we provide explicit examples. Let
U “ a1¨ “ pu1, u2q P R2 and V “ c “ pv1, v2q P R2 be unit vectors. We then have

pu1, u2q “ pcospθ1q, sinpθ1qq , pv1, v2q “ pcospθ2q, sinpθ2qq , θ1, θ2 P r0, 2πq ,

and the ground truth pU˚, V ˚q with U˚ “ pu˚1 , u
˚
2q “ pcospθ˚1 q, sinpθ

˚
1 qq and V ˚ “ pv˚1 , v

˚
2 q “

pcospθ˚2 q, sinpθ
˚
2 qq. The loss function denoted by EM pU, V q depends on θ1 and θ2:

EM pθ1, θ2q “ EM pU, V q “
1

M

M
ÿ

m“1

ˇ

ˇpU˚qTAmV
˚ ´ UTAmV

ˇ

ˇ

2 (C.10)

where the sensing matrices tAmu are defined in (C.9) with basis functions listed in Table 5. It is
clear that p´U˚,´V ˚q forms another global minimum pair, resulting in the loss function EM being
zero. The corresponding angles are referred to as prθ˚1 , rθ˚2 q.

In Figure 17, the red and blue dots locate the ground truths pθ˚1 , θ˚2 q and prθ˚1 , rθ˚2 q, respectively.
Text boxes label the local minima. The basis functions are set as Hermite polynomials basis in the
middle panel Figure 17 and are set as basis for the Lennard-Jones interaction kernel in the right
panel of Figure 17. The corresponding error functions EM pθ1, θ2q are plotted withM “ 100 samples
and random choices of ground truth. Upon conducting a limited number of tests, the presence
of local minima is not rare to be observed, even posing normalization constraints on U and V .
This observation is expected, given that both scenarios exhibit high RIP constants, as illustrated in
Table 5. However, we never witness the existence of local minima with the selection of Fourier basis
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Figure 17: Contour plots of the loss functions for the three sets of basis functions. Local minima
are present in the right two plots.

tψ1pxq “ sinpxq, ψ2pxq “ cospxqu; see an example of the error function with M “ 200 samples in
the left panel of Figure 17. This is kind of surprising, as conventional wisdom suggests that the RIP
value of the nonsymmetric case should be half that of the symmetric case to ensure the absence of
spurious local minima phenomena, as discussed in, for instance, [GJZ17]. The disappearance of local
minima of the error function EM pθ1, θ2q “ EM pU, V q may be due to the constraints that U and V
are unit vectors. Investigating the sharpness of the Restricted Isometry Property (RIP), exploring
the non-existence of local minima, and understanding the convergence of the ALS algorithm for the
joint inference in interacting particle systems on graphs are key subjects for future research.

D Algorithm: Three-fold ALS
The three-fold ALS algorithm finds the minimizers of the loss function:

ppa, pu, pvq “ arg min
pa,u,vqPMˆRpˆQˆRNˆQ

vTv“IQ

EL,M pa,u,vq, with

EL,M pa,u,vq :“
1

MT

L,M
ÿ

l“1,m“1

›

›∆Xm
tl
´ aBpXm

tl
quvT∆t

›

›

2

F
,

(D.1)

with an additional condition that c “ uvT has only Q distinct columns.
Notice that the loss function (D.1) is quadratic in each of the unknowns a,u,v if we fix the

other two. Thus, we can apply ALS to alternatively solve for each of the unknowns while fixing the
other two, and we call this algorithm three-fold ALS. In each iteration, this algorithm proceeds with
the following three steps. To ensure that c has only Q distinct columns, we add an optional step of
K-means.
Step 1: Inference of the weight matrix a. Given a coefficient matrix u and a type matrix v, we
estimate the weight matrix a from data by least squares. For every i P rN s, with u,v fixed we
obtain the minimizer of the loss function EL,M pa,u,vq in (4.8) by solving ∇ai¨EL,M pa,u,vq “ 0,
which is a linear equation in ai¨:

pai¨AALS
u,v,M,i :“ pai¨prBpX

m
tl
qisl,muvT

i¨ q “ rp∆Xtlqisl,m{∆t , (D.2)

using least squares with nonnegative constraints. The solution is then row-normalized to obtain an
estimator pai,¨ in the admissible set.

49



Step 2: Inference of the coefficient matrix u. Next, we estimate the coefficient matrix u by
minimizing the loss function EL,M pa,u,vq in (4.8) with the (estimated) weight matrix a and a type
matrix v. The minimizer is a solution to

ai¨rBpX
m
tl
qisl,mpuvT

i¨ “ r∆Xi
tl
sl,m{∆t, i P rN s. (D.3)

Noting that for each i P rN s,

xAALS
a,v,M,i, puyF :“ xai¨rBpX

m
tl
qis

T
l,m b vi,¨, puyF “ ai¨rBpX

m
tl
qisl,mpuvT

i¨ ,

we can write a linear equation for pu using Frobenius inner product:

AALS
a,v,Mpu :“

`

xAALS
a,v,M,i, puyF

˘

i
“ r∆Xtlsl,m{∆t. (D.4)

Step 3: Inference of the type matrix v. At last, we estimate the type matrix v by minimizing the
loss function EL,M pa,u,vq in (4.8) with the (estimated) weight matrix a and coefficient matrix u.
Firstly we solve the linear equation,

AALS
a,u,M,ipv

T
i¨ :“ pai¨rBpX

m
tl
qisl,muqpvT

i¨ “ rp∆Xtlqisl,m{∆t , i P rN s (D.5)

with the result denoted as pv1. Then, we apply a final normalization step to ensure the orthogonality
at the end. Namely, we find an orthogonal matrix pv such that

pv “ arg min
vTv“IQ

›

›v´ pv1
›

›

F
. (D.6)

The above problem is known as the orthogonal Procrustes problem [GD04], and the solution is given
by normalizing the singular values of pv1, namely,

pv1 “ UΣV T ùñ pv “ UV T. (D.7)

Step 4 (optional): apply K-means to the estimated pv. To enforce the coefficient matrix c to have
Q distinct columns, we cluster the rows of pv by K-means.

Algorithm 3 summarizes the above iterative procedure.

procedure Three-fold ALS(tXm
t0:tLu

M
m“1, tψku

p
k“1, ε, pmaxiter)

Construct the arrays tBpXm
tl
qul,m and t∆Xm

tl
u in (1.5) for each trajectory.

Randomly pick initial conditions pu0 and pv0.
for τ “ 1, . . . , pmaxiter do

Estimate the weight matrix paτ by solving (D.2) with u “ puτ´1 and v “ pvτ´1, with nonnegative
least squares followed by a row normalization.
Estimate the coefficient matrix puτ by solving (D.4) with a “ paτ and v “ pvτ´1 by least squares.
Estimate the type matrix pvτ by solving (D.5) with a “ paτ and u “ puτ by least squares followed
by normalization in singular values as in (D.7) and an optional step clustering the rows of pv.
Exit loop if ||paτ ´ paτ´1|| ď ε||paτ´1||, ||puτ ´ puτ´1|| ď ε||puτ´1} and ||pvτ ´ pvτ´1|| ď ε||pvτ´1}.

return paτ , puτ , pvτ .

Algorithm 3: Three-fold ALS
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