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ABSTRACT. We shall show that, for any given point \( p \) on a Riemannian manifold \((M, g^0)\), there is a pointwise conformal metric \( g = \Phi g^0 \) in which the \( g \)-geodesic sphere centered at \( p \) with radius \( r \) has constant mean curvature \( 1/r \) for all sufficiently small \( r \). Furthermore, the exponential map of \( g \) at \( p \) is a measure preserving map in a small ball around \( p \).

INTRODUCTION

This note is devoted to studying the mean curvature of the geodesic sphere. In particular, we are interested in the existence of geodesic spheres with constant mean curvature under a certain conformal deformation of metrics.

In what follows, we always assume that \( M^n \) is an \( n \)-dimensional \( C^\infty \) smooth manifold and \( g^0 \) is an arbitrary Riemannian metric on \( M \), simply denoted by \((M^n, g^0)\), and we also assume that \( \Phi \) is a strictly positive function.

The goal of this paper is to prove the following.

Main Theorem. For any given point \( p \) on a given \( C^\infty \) \((C^k, \alpha \) resp.) Riemannian manifold \((M, g^0)\), there is a local \( C^\infty \) \((C^{k-3}, \alpha \) resp.) pointwise conformal metric \( g = \Phi g^0 \) such that the geodesic sphere centered at \( p \) with radius \( \tilde{r} \) in the metric \( g \) has constant mean curvature exactly \( 1/\tilde{r} \) for all sufficiently small \( \tilde{r} \).

To illustrate the usefulness of the main theorem, we present some applications.

First, the exponential map of the metric \( g \) given in the main theorem has some nice properties. Let \( \{y_1, \ldots, y_n\} \) be \( g \)-geodesic normal coordinates at \( p \) and let \( \det(g_{ij}(y)) \) be the determinant of the metric \( g \) with respect to \( \{y_i\} \). Using the main theorem, one can prove the following corollary (cf. §1).

Corollary 0.1. Let \((M, g^0)\) be a \( C^\infty \) Riemannian manifold and let \( p \) be a point on \( M \). Then there exists a conformal metric \( g = \Phi g^0 \) such that \( \det g_{ij}(y) = 1 \)
for all sufficiently small \( \|y\| \), i.e., the exponential map of \( g \) at \( p \), \( \text{Exp}_p \), is a local volume preserving map in a small neighborhood of \( p \).

Corollary 0.1 can be used to estimate the best constant in the critical Sobolev inequality which is related to the Yamabe problem (see [LP]). In order to simplify the proof of the Yamabe conjecture, using Graham’s technique, Lee and Parker constructed a conformal metric \( g \) with

\[
\det g_{ij}(y) = 1 + o(|y|^N),
\]

where \( N \) is an arbitrary larger number. Lee and Parker were interested in knowing if \( \det g_{ij}(y) = 1 \) could be achieved exactly by some conformal normal coordinates in a small neighborhood of \( p \). Now, this problem is solved by Corollary 0.1.

For a 2-dimensional Riemannian surface \((M^2, g)\), one can show that \( g \) is flat if and only if the mean curvature of a geodesic circle of radius \( \bar{r} \) is exactly equal to \( 1/\bar{r} \) for all sufficiently small \( \bar{r} \). Therefore, we can prove the main theorem for \( n = 2 \) by using the classical isothermal coordinates of the metric \( g^0 \). A simple proof of the existence of the isothermal coordinates can be found in [DK]. For the higher dimensional Riemannian manifold \((M^n, g^0)\), the geodesic normal coordinates of the metric \( g \) given in the main theorem give a natural generalization of the isothermal coordinates for \( n \geq 3 \).

Our proof of the main theorem introduces some new ideas. One of them is to use the singular elliptic theory to solve the geometric problem mentioned above. A similar singular elliptic problem was treated by C. Caffarelli, R. Hardt, and L. Simon in their joint paper [CHS]. (This was pointed out to the author by Professor Fanghua Lin.) However, our singular elliptic problem is more complicated than theirs. New prior estimates and a different argument are needed for the proof of the main theorem.

The plan of this paper is as follows: In \S 1, the singular elliptic equation corresponding to our geometric problem will be derived. We will obtain some prior estimates and solve the corresponding singular linear problem in \S 2. Using these estimates and the Schauder fixed point theory, we will prove the main theorem for some special metrics in \S 3. We shall also show that any \( C^\infty \) smooth metric \( g^0 \) is conformal to one of those special metrics. Thus, the proof of the main theorem will be completed.

Conventions. All the manifolds are assumed to be \( C^\infty \) and \( g^0 \) denotes a given \( C^\infty \) smooth metric unless specified otherwise. \( B_r(p) \) will stand for the metric ball of radius \( r \) centered at \( p \) and \( r(x) \) is the distance function of \( p \) with respect to the metric \( g^0 \). \( \| \cdot \|_{g^0} \) will represent the norm in the metric \( g^0 \). \( C^{k,\alpha}(B_r) \) is the usual Hölder space, i.e., the space of all functions whose first \( k \) derivatives are continuous and the \( k \) derivatives satisfy a Hölder condition with exponent \( \alpha \) defined on the ball \( B_r \). Let \( E^n \) be the Euclidean space of dimension \( n \). Our Laplacian, \( \Delta \), has the sign such that \( \Delta u = u'' \) on \( E^1 \).
We will let \( \{x_i\} \) be \( g^0 \)-geodesic normal coordinates about \( p \) and \( \det g^{ij}_0(x) \) be the determinant of \( g^0 \) with respect to the coordinates \( \{x_i\} \). Similarly, if \( g = \Phi g^0 \), we define \( \{y_i\} \) to be \( g \)-normal coordinates of \( p \) and \( \det g_{ij}(y) \) to be the determinant of \( g \) with respect to \( \{y_i\} \). These notations will be used throughout this paper.

1. The Distance Function and Singular Equations

In this section, we will use two basic facts about distance functions to derive a differential equation for our geometric problem.

First, let \( p, (M, g^0) \), and \( \| \cdot \|_{g^0} \) be as in the Introduction. Suppose \( g = \Phi g^0 \) is a pointwise conformal metric of \( g^0 \) and \( \tilde{r}(x) = d_g(x, p) \) is a distance function of a given point \( p \) with respect to the metric \( g \). Now, one observes that

\[
1 = \|d\tilde{r}\|_g^2 = \|d\tilde{r}\|_{g^0}^2 = \frac{1}{\Phi} \|d\tilde{r}\|_{g^0}^2,
\]

where

\[
(1.1) \quad \Phi = \|d\tilde{r}\|_{g^0}^2,
\]

and

\[
(1.2) \quad g = \|d\tilde{r}\|_{g^0}^2 g^0.
\]

Second, the distance function is related to the mean curvature of geodesic spheres as follows. Let \( H_\tilde{r}(x) \) be the mean curvature of a \( g \)-geodesics sphere, centered at \( p \) with radius \( \tilde{r} \), at \( x \). A direct computation yields that

\[
(1.3) \quad H_\tilde{r}(y) = \frac{1}{n-1} \Delta_g \tilde{r}
\]

(see [EH, p. 142]), where \( \Delta_g \) is the Laplacian of the metric \( g \) which has the sign such that \( \Delta u = +u'' \) on \( E^1 \).

Therefore, we conclude that

**Theorem 1.4.** Suppose \( (M, g^0) \) is a \( C^\infty \) \((C^k, \alpha \) resp.) Riemannian manifold. Then the main theorem holds if and only if the equation

\[
(*) \quad \Delta_{\|d\tilde{r}\|_{g^0}^2} g^0 \tilde{r} - \frac{n-1}{\tilde{r}} = 0
\]

has a solution such that

\[
(1.5) \quad \Phi = \|d\tilde{r}\|_{g^0}^2 \text{ is a positive } C^\infty \text{ (} C^k, \alpha \text{ resp.) function,}
\]

\[
(1.6) \quad \tilde{r} \text{ is the distance function of given point } p \text{ with respect to the metric } g = \|d\tilde{r}\|_{g^0}^2 g^0.
\]

**Proof.** Using (1.3), we know that the condition \( H_{\tilde{r}}(x) = 1/\tilde{r} \) is equivalent to the condition

\[
(1.7) \quad \Delta_g \tilde{r} = (n-1)/\tilde{r}.
\]
Combining (1.1), (1.2), and (1.7), we get equation (*). Hence, Theorem 1.4 follows. □

One should be aware that an arbitrary function is not necessarily a distance function. For example, the distance function has to be nonnegative. One should also notice that the distance functions are not necessarily smooth. For instance, in the Euclidean space \( E^2 \), \( r(x) = \sqrt{x_1^2 + x_2^2} \) is not \( C^{1, \alpha} \) smooth at \( x = 0 \). Therefore, we have to solve (*) under several restrictions and one needs to find a criterion for distance functions.

**Theorem 1.8.** Suppose \( U \) is a neighborhood of \( p \) on a Riemannian manifold \((M, g)\), \( u^2 \) is a \( C^{3, \alpha} \) function defined on \( U \), and we assume the following conditions hold:

1. \( u(p) = 0 \),
2. \( p \) is a critical point of \( u^2 \) and the Hessian of \( u^2 \) at \( p \) is positive definite, and
3. \( \|du\|_g = 1 \) holds \( U - \{p\} \).

Then, there is an open set \( B_{\epsilon_0} \subset U \) such that \( p \in B_{\epsilon_0} \) and \( u(x) = d_g(x, p) \) for all \( x \in B_{\epsilon_0} \).

**Proof.** Since \( p \) is a critical point of \( u^2 \) and the Hessian of \( u^2 \) is positive definite at \( p \), it follows from a lemma of Morse (see [M, p. 6]) that there is a local coordinate chart \( \{z_1, z_2, \ldots, z_n\} \) such that \( Z(p) = 0, Z = (z_1, \ldots, z_n) \), and \( u(Z) = z_1^2 + \cdots + z_n^2 \) if \( \sum z_i^2 \leq \epsilon_0^2 \). Setting

\[
B_\epsilon = \left\{ Z \mid \sum z_i^2 \leq \epsilon^2 \right\} = \{ Z | u(Z) \leq \epsilon \},
\]

\[
S_\epsilon = \left\{ Z \mid \sum z_i^2 = \epsilon^2 \right\} = \{ Z | u(Z) = \epsilon \},
\]

We will prove the following assertions:

**Claim 1.** There is a constant number \( \delta > 0 \) such that

\[
\max_{Z \in S_\epsilon} d_g(0, Z) \leq \delta \epsilon \quad \text{for all} \quad \epsilon < \epsilon_0.
\]

**Claim 2.** \( d_g(S_\epsilon, y) = u(y) - \epsilon \) for all \( \epsilon < u(y) \).

Assuming Claims 1 and 2, we see that \( d_g(0, y) = \lim_{\epsilon \to 0} d_g(S_\epsilon, y) = u(y) \).

Hence, Theorem 1.8 follows immediately.

Claim 1 can be proved as follows: We let \( g_{z_i z_j} = (\partial/\partial z_i, \partial/\partial z_j) \) and

\[
\delta^2 = \max_{Z \in B_{\epsilon_0}} \left\{ \sum g_{z_i z_j}(Z) \zeta_i \zeta_j | \zeta_1^2 + \cdots + \zeta_n^2 = 1 \right\}.
\]

For any \( Z \in S_\epsilon \), we take a curve \( r_z : r_z(t) = (tz_1, \ldots, tz_n), t \in [0, 1] \). The
length of \( r_z \) is computed as follows:

\[
L(r_z) = \int_0^1 \left[ \sum g_{z_i z_j}(t z) z_i z_j \right]^{1/2} dt \\
\leq \int_0^1 \delta \varepsilon dt = \delta \varepsilon.
\]

Therefore, \( d_g(0, Z) \leq \delta \varepsilon \) for all \( Z \in S_\varepsilon \). This finishes the proof of Claim 1. Using the gradient flow of \((-u)\) on \( B_{e_0} - \{0\} \), one can prove Claim 2 (see [EH, p. 142]). □

Using Theorem 1.8, we can construct a lot of distance functions as follows:

**Corollary 1.9.** Let \( p \in (M, g^0) \) be as before and let \( r(x) = d_{g^0}(x, p) \) be the distance function of the given point \( p \) with respect to the metric \( g^0 \). For any \( C^\infty (C^{k, \alpha} \text{ resp., } k \geq 3) \) smooth function \( w \), setting

\[
(1.10) \quad r(x) = r(x)e^{w(x)},
\]

we have

\[
(1.11) \quad \tilde{r}(x) = d_g(x, p) \quad \text{when } g = \|d\tilde{r}\|_{g^0}^2 g^0,
\]

\[
(1.12) \quad \Phi = \|d\tilde{r}\|_{g^0}^2 \text{ is a positive } C^\infty \text{ (} C^{k-1, \alpha} \text{ resp.) smooth function for sufficiently small } |x|.
\]

**Proof.** Taking \( g^0 \)-geodesic normal coordinates at \( p \), one sees that \( r(x) = [\sum x_i^2]^{1/2} \) and \( \tilde{r}^2 = r^2 e^{2w} \) is a \( C^\infty \) (\( C^{k, \alpha} \) resp.) smooth function. Furthermore,

\[
\|d\tilde{r}\|_{g^0}^2 = \left( 1 + 2 \sum_{i=1}^n x_i \frac{\partial w}{\partial x_i} + r^2 \|d w\|_{g^0}^2 \right) e^{2w}
\]

is also a positive \( C^\infty \) (\( C^{k-1, \alpha} \) resp.) smooth function for sufficiently small \( |x| \). Clearly, \( \tilde{r} \) and \( g = \|d\tilde{r}\|_{g^0}^2 g^0 \) satisfy the conditions of Theorem 1.8. Corollary 1.9 follows immediately. □

Setting \( \tilde{r}(x) = re^{w(x)} \), we want to get an equation of \( w(x) \) from \((\ast)\). With notations defined in the Introduction, it is easy to verify that

\[
\Delta_{\phi^0} \tilde{r} = \frac{1}{\Phi} \left\{ \Delta_{g^0} \tilde{r} + \frac{n - 2}{2} \langle d(\log \Phi), d\tilde{r} \rangle_{g^0} \right\}
\]

\[
= \frac{1}{\Phi} \left\{ \Delta_{g^0} \tilde{r} + \frac{n - 2}{2} \langle d(\log \Phi), d\tilde{r} \rangle_{g^0} + (n - 2) \langle dw, d\tilde{r} \rangle_{g^0} \right\},
\]

where

\[
(1.13) \quad \Phi_1 = \left( 1 + 2 \sum_{i=1}^n x_i \frac{\partial w}{\partial x_i} + r^2 \|d w\|_{g^0}^2 \right) = \Phi e^{2w}
\]
and
\[ \Delta_{g^0} \hat{r} = \Delta_{g^0}(r e^w) \]
\[ = e^w \left[ r(\Delta_{g^0} w + \|dw\|_{g^0}^2) + 2 \frac{\partial w}{\partial r} + \Delta_{g^0} r \right], \]
\[ \Delta_{g^0} r = \frac{n-1}{r} + \frac{\partial}{\partial r} \left[ \log \sqrt{\det(g_{ij}^0)} \right], \]
\[ \langle d(\log \Phi_1), d\hat{r} \rangle_{g^0} = \langle d(\log \Phi_1), e^2 (dr + rdw) \rangle \]
\[ = e^w \left[ r\langle d(\log \Phi_1), dw \rangle + \frac{\partial}{\partial r} (\log \Phi_1) \right], \]
\[ \langle d\hat{r}, dw \rangle = e^w \left[ \frac{\partial w}{\partial r} + r\|dw\|_{g^0}^2 \right]. \]

Finally, we can write the equation of \( w \) as
\[
0 = \Delta_{\|d\|_{g^0}^2} \hat{r} - \frac{n-1}{\hat{r}} = \frac{r}{\Phi_1 e^w} \left\{ \Delta_{g^0} (w) + \frac{n-2}{\Phi_1} \left[ \frac{1}{2} \langle d\Phi_1, dw \rangle_{g^0} + \frac{\partial^2 w}{\partial r^2} \right. \right.
\[ + \frac{1}{2r} \frac{\partial}{\partial r} \left( r^2 \|dw\|_{g^0}^2 \right) - \left( 2 \frac{\partial w}{\partial r} + r\|dw\|_{g^0}^2 \right) \frac{\partial w}{\partial r} \]
\[ + \frac{1}{r} \frac{\partial}{\partial r} \left( \log \sqrt{\det(g_{ij}^0(x))} \right) \}
\[ = \frac{r}{\Phi_1 e^w} \left\{ V(x, \partial w, \partial^2 w) + \frac{\partial_r \left( \log \sqrt{\det(g_{ij}^0(x))} \right)}{r} \right\}, \]
where \( V \) is defined as
\[(1.14) \quad V(x, \partial w, \partial^2 w) = \Delta_{g^0} (w) + \frac{n-2}{\Phi_1} \left[ \frac{1}{2} \langle d\Phi_1, dw \rangle_{g^0} + \frac{\partial^2 w}{\partial r^2} \right.
\[ + \frac{1}{2r} \frac{\partial}{\partial r} (r^2 \|dw\|_{g^0}^2) - \left( \frac{\partial w}{\partial r} + r\|dw\|_{g^0}^2 \right) \frac{\partial w}{\partial r} \right]. \]

Hence, Theorem 1.4 and Corollary 1.9 imply

**Theorem A.** Let \( (M, g^0) \) be a \( C^{k,\alpha} \) (\( C^\infty \) resp.) Riemannian manifold and let \( V \) be as above. If \( k \geq 5 \) and the equation
\[(**)} \quad V(x, \partial w, \partial^2 w) = - \frac{\partial_r \left( \log \sqrt{\det(g_{ij}^0(x))} \right)}{r} \]
has a $C^{k-2,\alpha}$- ($C^\infty$-resp.) solution in a neighborhood of $p$, then the main theorem holds.

Assuming that the main theorem holds, we would like to prove

**Corollary 0.1.** Let $(M, g^0)$ be a $C^\infty$ Riemannian manifold and let $p$ be a point on $M$. Then there exists a conformal metric $g = \Phi g^0$ such that $\det(g_{ij}(y)) = 1$ for all sufficiently small $|y| = \tilde{r}$, i.e., the exponential map of the metric $g$ at $p$ is a measure preserving map in a small neighborhood of $p$.

**Proof.** Let $g$ be given by the main theorem and $\{y_i\}$ be $g$-geodesic normal coordinates at $p$. One can verify

\begin{equation}
\Delta g^\tilde{r} = \frac{n-1}{\tilde{r}} + \frac{\partial}{\partial \tilde{r}} \left[ \log \sqrt{\det(g_{ij}(y))} \right].
\end{equation}

Using the fact that $\Delta g^\tilde{r} = (n-1)H_\tilde{r} = (n-1)/\tilde{r}$ and (1.15), one gets

\begin{equation}
\frac{\partial}{\partial \tilde{r}} \left[ \log \sqrt{\det(g_{ij}(y))} \right] = 0.
\end{equation}

But $\det(g_{ij})|_{y=0} = 1$ for any Riemannian metric $g$. By solving the ordinary differential equation $(\partial/\partial \tilde{r})(\log \sqrt{\det(g_{ij})}) = 0$ along each radial direction $\partial/\partial \tilde{r}$ with the zero initial condition, we conclude that Corollary 0.1 is true. $\square$

In order to solve (**), we have to solve the corresponding linear equation in the next section.

2. Solutions of the inhomogeneous linear problem

In §1, we found the differential operator $V$ given by (1.14) which is nonlinear. In this section, we will linearize the operator $V$ and solve the corresponding inhomogeneous linear problem.

The usual linearization of $V$ is too complicated to discuss in detail in this paper. Instead, we introduce the "scaling linearization" of $V$ as follows:

Let $\{x_i\}$ be $g^0$-geodesic normal coordinates at $p$; it is well-known that $g^0_{ij}(0) = \delta_{ij}$ and $\partial g^0_{ij}(0)/\partial x_k = 0$. For any given function $v$, we set $w_\rho(x) = \rho^2 v(x/\rho)$, $x = \rho y$, $r = \rho R$, and $R = [\sum y_i^2]^{1/2} = |y|$. A simple calculation shows that

\[
\lim_{\rho \to 0} V(x, w_\rho, \partial_x w_\rho, \partial^2_x w_\rho) = \lim_{\rho \to 0} V(\rho y, \rho^2 v, \rho \partial_y v, \partial^2_y v) = \Delta_{E^+} v + (n-2) \frac{\partial^2 v}{\partial R^2},
\]

where $\Delta_{E^+} v = \sum \partial^2 v/\partial y_i^2$.

Naturally, we call the linear operator

\begin{equation}
\mathcal{L}_0 = \Delta_{E^+} + (n-2) \frac{\partial^2}{\partial R^2}
\end{equation}

the scaling linearization of $V$. 
The rest of this section is devoted to solving the inhomogeneous linear equation
\begin{equation}
\mathcal{L} v = f,
\end{equation}
where $\mathcal{L}$ is given by (2.0).

We would like to make two comments about the inhomogeneous equation $\mathcal{L} v = f$. First, the usual regularity theory cannot be applied to this equation directly. For example, in the 3-dimensional Euclidean space $E^3$, $v = |y|^{3-2}(3y_1^2 - 3y_2^2)$ is a solution of $\mathcal{L} v = 0$. Although $f = 0$ is a smooth function, the solution $v$ is at most $C^3$. Secondly, for many $C^\infty$ smooth functions $v$, $\mathcal{L} v$ is not necessarily well defined at $y = 0$. For instance, one can simply pick a linear function, say, $v = y_1$, then $\mathcal{L} v$ does not make sense at $y = 0$.

These two examples remind us that we have to find the function subspaces on which $\mathcal{L}$ is well defined. The rapidly decaying function spaces with weighted Hölder norms are good choices for our $\mathcal{L}$. Let $B_\rho$ and $C^{k,\alpha}(B_\rho)$ be as in the Introduction. We define the weighted Hölder norms and spaces as follows:
\begin{align}
\|v\|_{k,\alpha;N,\rho} &= \sup_{0 < R < \rho} \{ |v|_{C^{k,\alpha}(B_\rho)} \}, \\
\|v\|_{k,\alpha;N,\rho} &= \left\{ \sum_{|j| = 0}^{k} R^{j|j|} \sup_{R/2 < |y| \leq R} \{ |\partial^j v(y)| \} \right. \\
&\quad + \left. R^{k+\alpha} \sup \left\{ \frac{|\partial^k v(x) - \partial^k v(y)|^\alpha}{|x-y|^\alpha} \right| x \neq y, R/2 < |x|, |y| < R \right\}, \\
C_{k,\alpha;N,\rho} &= \{ v|v \in C^{k,\alpha}(B_\rho), \|v\|_{k,\alpha;N,\rho} < +\infty \}, \\
Z_\rho &= \bigcap_{k,N} C_{k,\alpha;N,\rho}.
\end{align}

Clearly, $\mathcal{L}$ maps $C_{k,\alpha;N,\rho}$ to $C_{k-2,\alpha;N-2,\rho}$ and maps $Z_\rho$ to $Z_\rho$. In what follows, we are working on $C_{k,\alpha;N,\rho}$ and $Z_\rho$. For simplicity, when $\rho = 1$, we set
\begin{equation}
C_{k,\alpha;N} = C_{k,\alpha;N,1} \quad \text{and} \quad \|v\|_{k,\alpha;N} = \|v\|_{k,\alpha;N,1}.
\end{equation}

In order to get the estimates of the singular equation (2.1), we need to define a weighted $L^2$ norm:
\begin{equation}
|v|_{L^2_{\rho,\sigma}} = \sup_{0 \leq r \leq \sigma} \left\{ r^{-N} \left[ \int_{1/4\sigma}^{1/4\sigma} \int_{s_{\rho-1}}^{s_{\rho}} t^{n-1} v^2(rt, \theta) d\theta dt \right]^{1/2} \right\}.
\end{equation}

Now, we are going to prove
Lemma 2.7. If $a > 0$, $b \geq 0$, and $1 > \sigma > 1/2$, then, for any weak solution of

$$\mathcal{L}_0 v = \left(a \Delta_{E^2} + b \frac{\partial}{\partial R^2} + c \frac{\partial}{R \partial R} + \frac{d}{R^2}\right) v = f$$

there exists a constant $K_1$ which is independent of $f$ and $v$ such that

$$\|v\|_{k,\sigma; N, \sigma} \leq K_1 \{\|f\|_{k-2,\sigma; N-2, \sigma} + \|v\|_{L^2_{N, \sigma}}\},$$

where $a$, $b$, $\sigma$, and $c$ are constant numbers, $d(y) = d(y/|y|) \in C^\infty(E^n \setminus \{0\})$, and $K_1$ is determined by $a$, $b$, $\sigma$, $c$, $d$, $n$, $N$, and $k \geq [n/2] + 1$.

Proof. In order to use the classic Schauder interior estimates, we have to fix the domains on which the coefficients of the equation are uniformly $C^{k+3,\alpha}$ continuous. Therefore, we choose the following fixed domains:

$$\Omega_0 \subset \Omega_1 \subset \Omega_2 \subset \Omega_3 \subset B_{1/\sigma},$$

$$\Omega_0 = \{z|1/2 < |z| < 1\},$$

$$\Omega_1 = \{z|(1 + 6\sigma)/16\sigma < |z| < 3/(2 + \sigma)\},$$

$$\Omega_2 = \{z|(1 + 2\sigma)/8\sigma < |z| < 2/(1 + \sigma)\},$$

$$\Omega_3 = \{z|1/4\sigma < |z| < 1/\sigma\}.$$

On $\Omega_i$, we scale our $v$ and $f$ again by setting

$$v_r(z) = v(rz) \quad \text{and} \quad f_r(z) = f(rz)$$

for $1/4\sigma < |z| < 1/\sigma$ and $r \leq \sigma$. Now our equation $\mathcal{L}_0 v = f$ becomes

$$(2.9)_r \quad a \sum_{i=1}^n \frac{\partial^2 v_r}{\partial z_i^2} + b \sum_{i,j=1}^n \frac{z_i z_j}{|z|^2} \frac{\partial^2 v_r}{\partial z_i \partial z_j} + c \frac{z_i \partial v_r}{|z|^2} + \frac{d(z)}{|z|^2} v_r = r^2 f(z).$$

We introduce the usual Hölder norms and Sobolev norms on $\Omega_i$ for $i = 0, 1, 2, 3$:

$$\|u\|_{C^{k,\alpha}(\Omega_i)} = \sum_{|j|=1}^k \sup_{z \in \Omega_i} |\partial^j u(z)| + \sup_{x \neq z \in \Omega_i} \frac{|\partial^k u(x) - \partial^k u(z)|}{|x - z|^{\alpha}},$$

$$\|u\|_{W^{k,2}(\Omega_i)} = \left(\int_{|j|=1}^k \sum_{z \in \Omega_i} |\partial^j u|^2 \, dz\right)^{1/2}.$$

For $z \in \Omega_3$, $1/4\sigma < |z| < 1/\sigma$, the coefficients of $(2.9)_r$ are

$$A_{ij}(z) = a \delta_{ij} + b \frac{z_i z_j}{|z|^2}, \quad c_i = \frac{cz_i}{|z|^2}, \quad \frac{d(z)}{|z|^2} \quad \text{for} \quad i, j = 1, 2, \ldots, n,$$

which are $C^\infty$ and independent of $r$. It is easy to see that $A := (A_{ij})$ is uniformly elliptic on $\Omega_3$. In what follows, we fix $r$ to be a constant number.

Our first step is to show that there is a constant $K_2$ which is independent of $v_r$, $f_r$, and $r$ such that

$$(2.10)_r \quad \|v_r\|_{C^{k,\alpha}(\Omega_0)} \leq K_2 \{\|v_r\|_{L^2(\Omega_3)} + r^2 \|f_r\|_{C^{k,\alpha}(\Omega_3)}\}.$$
For this purpose, we use the classical estimates (cf. [A, GT]) for equation (2.9), to get two constant numbers \( K_3 \) and \( K_4 \) such that

\[
(2.11)_r \quad \| v_r \|_{W^{k,2}(\Omega_3)} \leq K_3 \{ \| v_r \|_{L^2(\Omega_3)} + r^2 \| f_r \|_{W^{k-2,2}(\Omega_3)} \},
\]

\[
(2.12)_r \quad \| v_r \|_{C^{k,\alpha}(\Omega_0)} \leq K_4 \{ \| v_r \|_{C^0(\Omega_1)} + r^2 \| f_r \|_{C^{k-2,\alpha}(\Omega_1)} \}.
\]

On the other hand, the Kondrakov-Sobolev Theorem (cf. [A]) implies that there is another constant \( K_5 \) such that

\[
(2.13)_r \quad \| v_r \|_{C^0(\Omega_1)} \leq K_5 \| v_r \|_{W^{k,2}(\Omega_2)} \quad \text{for } k \geq \lfloor n/2 \rfloor + 1,
\]

where \( K_3, K_4, \) and \( K_5 \) are independent of the choice of \( v, f, \) and \( r. \)

Using (2.11)–(2.13), we have proved (2.10) holds for all \( r, \) where \( K_2 \) is independent of \( v_r, f_r, \) and \( r. \)

By definition (2.6), one can show that

(i) \( :v:_{L^2_{N,\sigma}} = \sup_{0 < r \leq \sigma} \{ r^{-N} \| v_r \|_{L^2(\Omega_3)} \}. \)

For the same reasons, we have

(ii) \( \| \| v \|_{k,\alpha;N,\sigma} = \sup_{0 \leq r \leq \sigma} \{ r^{-N} \| v_r \|_{C^{k,\alpha}(\Omega_0)} \}, \)

and we observe that

(iii) \( \sup_{0 \leq r \leq \sigma} \{ r^{2-N} \| f_r \|_{C^{k-2,\alpha}(\Omega_3)} \} \leq \| \| f \|_{k-2,\alpha;N-2}. \)

It follows form (2.10), that

(iv) \( r^{-N} \| v_r \|_{C^{k,\alpha}(\Omega_0)} \leq K_2 \{ r^{-N} \| v_r \|_{L^2(\Omega_3)} + r^{2-N} \| f_r \|_{C^{k-2,\alpha}(\Omega_3)} \}.
\]

Therefore, (i)–(iii) and the supremum of (iv) give the lemma. \( \square \)

Now, we are ready to find the bounded linear inverse of \( L_0. \)

**Theorem 2.14.** Suppose

\[
L_0 = a\Delta_{E^n} + b \frac{\partial^2}{\partial R^2} + c \frac{\partial}{R \partial R} + \frac{d}{R^2}
\]

is a second order singular elliptic differential operator with \( a > 0 \) and \( b \geq 0. \) Then, for any \( 1 > \sigma > 1/2, \) \( \varepsilon > 1/2, \) and \( k \geq \lfloor n/2 \rfloor + 1, \) there exists a bounded linear right inverse \( S \) of \( L_0 \) such that

(i) \( L_0 \circ S(f(y)) = f(y) \) for all \( |y| \leq \sigma. \)

(ii) \( S \) maps \( C_{k-2,\alpha;N} \cap C_{0,\alpha;N-2+\varepsilon} \) to \( C_{k,\alpha;N} \) and

\[
\| S \circ f \|_{k,\alpha;N} \leq \tilde{K} \{ \| f \|_{0,\alpha;N-2+\varepsilon} + \| f \|_{k-2,\alpha;N-2} \},
\]

where \( \tilde{K} \) is a constant number which is independent of \( v \) and \( f. \)
Proof. We will seek $S_0$, the right inverse of $L_0$, by a Fourier expansion as in [CHS] and use a cut-off function $\zeta$ to get $S = \zeta \circ S_0$. If $v = S_0 f$, by estimates (2.8), we only care about the weighted $L^2$ norm of $v$. The rest of the proof is devoted to constructing $S_0$ and finding constant numbers $K_{14}$ and $1 > \tau > \sigma$ such that

\begin{equation}
|v|_{L^2_{\zeta, \tau}} \leq K_{14} \|f\|_{0, \alpha; N-2+\epsilon}, \quad \text{with } \epsilon > 1/2,
\end{equation}

where $K_{14}$ is independent of $v$ and $f$. It will take several pages to demonstrate $S_0$ and (2.15).

Suppose $\Delta_E$ and $\Delta^*$ are the intrinsic Laplacian operators on $E^n$ and the unit sphere $S^{n-1}$. For $y \in E^n$, let

$$R = \left[ \sum y_i^2 \right]^{1/2} = |y|, \quad \theta = \frac{y}{|y|} \in S^{n-1}.$$ 

Clearly, two Laplacian operators are related by

\begin{equation}
\Delta_E v = \frac{\partial^2 v}{\partial R^2} + \frac{n-1}{R} \frac{\partial v}{\partial R} + \frac{1}{R^2} \Delta^* v,
\end{equation}

where $v = v(R, \theta)$ on the right side and $\Delta^* v$ stands for $\Delta_{S^{n-1}}[v(R, \phi)]$.

On the unit sphere $S^{n-1}$, the eigenvalues of the linear operator $(-a\Delta^* - d)$ may be written as $\lambda_0 \leq \lambda_1 \leq \lambda_2 \leq \cdots$, and the corresponding eigenfunctions as $\varphi_1, \varphi_2, \varphi_3, \ldots$, chosen to form an orthonormal basis for $L^2(S^{n-1})$. Each such eigenfunction is the harmonic polynomial of $E^n$ and

$$\lambda_i \in \{ak(k+n-2)+d\}_{0 \leq k \leq +\infty}$$

(see [BGE]).

The shapes of Euclidean spheres permit a further separation of variables for the solutions of $L_0 v = f$, $f \in C_{k-2, \alpha; N}$. Obviously,

$$v(R, \theta) = \sum_{m=0}^{+\infty} \beta_m(R) \circ \varphi_m(\theta)$$

is a formal solution of $L_0 v = f$ if and only if for all $m = 0, 1, 2, \ldots$

\begin{equation}
(a+b)\beta_m''(R) + \frac{[a(n-1)+c]\beta_m'(R)}{R} - \frac{\lambda_m}{R^2} \beta_m(R) = f_m(R)
\end{equation}

holds, where $f_m = \int_{S^{n-1}} f(R, \theta) \varphi_m(\theta) d\theta$ and $d\theta$ is the standard area element on the unit sphere.

Let

\begin{equation}
\gamma_m = \frac{-a(n-2)+b-c+\sqrt{(na-2a-b+c)^2+4\lambda_m(a+b)}}{2(a+b)},
\end{equation}

\begin{equation}
\eta_m = \frac{-a(n-2)+b-c-\sqrt{(na-2a-b+c)^2+4\lambda_m(a+b)}}{2(a+b)}.
\end{equation}
There are solutions of \((2.17)_m\)

\[
\beta_m(R) = \text{Re} \left\{ R^{\gamma_m} \int_{c_m}^{R} \frac{f_m(s) \circ (s)^{-\gamma_m + 1}}{(a+b)(\gamma_m - \eta_m)} \, ds \right. \\
\left. - R_{nm}^{\eta_m} \int_{d_m}^{R} \frac{f_m(s) \circ (s)^{-\eta_m + 1}}{(a+b)(\gamma_m - \eta_m)} \, ds \right\}
\]

for \(m = 0, 1, 2, \ldots\), where \(c_m\) and \(d_m\) are constants to be chosen later. In the case \((\gamma_{m_0} - \eta_{m_0}) = 0\) for some \(m_0\), we let

\[
\beta_{m_0}(R) = \frac{-R^{\gamma_{m_0}}}{(a+b)} \left\{ \int_{c_{m_0}}^{R} f_{m_0}(s)s^{-\gamma_{m_0} + 1} \circ (\log s) \, ds \right. \\
\left. - \log R \int_{d_{m_0}}^{R} f_{m_0}(s)s^{-\gamma_{m_0} + 1} \, ds \right\}.
\]

We take two integers \(J_1\) and \(J_2\) such that

\[
\text{Re} \gamma_{J_1} \leq N < \text{Re} \gamma_{J_1 + 1}, \quad \text{Re} \eta_{J_1 + 1} \leq N - 1 < \text{Re} \eta_{J_2}.
\]

Now, the expression

\[
v(R, \theta) = \sum_{m=0}^{+\infty} \beta_m(R) \circ \varphi_m(\theta)
\]

makes sense and gives a weak solution \(L_0^2 v = f\), if we take

\[
c_m = 0 \quad \text{for} \quad m \leq J_1, \quad c_m = 1 \quad \text{for} \quad m \geq J_1 + 1, \\
d_m = 1 \quad \text{for} \quad m \leq J_2, \quad d_m = 0 \quad \text{for} \quad m \geq J_2 + 1,
\]

since we have the following \(L^2\) estimates: if \(m > \max\{J_1, J_2\}, \ m \neq m_0,\) and \(R < 1\), then

\[
\beta_m^2(R) = \left[ R^{\gamma_m} \int_1^{R} \frac{f_m(s) \circ (s)^{-\gamma_m + 1}}{(a+b)(\gamma_m - \eta_m)} \, ds \right. \\
\left. - R_{nm}^{\eta_m} \int_0^{R} \frac{f_m(s) \circ (s)^{-\eta_m + 1}}{(a+b)(\gamma_m - \eta_m)} \, ds \right]^2 \\
\leq \frac{2}{[(a+b)(\gamma_m - \eta_m)]^2} \left\{ \left[ \int_1^{R} f_m(s) \circ (s)^{(-N+2-1/2)-\gamma_m+N-1/2} \, ds \right]^2 \right\} R^{2\gamma_m} \\
+ \left[ R^{2\eta_m} \int_0^{R} f_m(s) \circ (s)^{3-2N} \, ds \int_0^{R} (s)^{-1-2\eta_m+2N} \, ds \right]
\]

\[
\leq \frac{2R^{2N}}{[(a+b)(\gamma_m - \eta_m)]^2} \left[ \int_0^{1} f_m^2(s) \circ (s)^{3-2N} \, ds \right] \left[ \frac{2}{|N-\gamma_m|} + \frac{1}{|N-\eta_m|} \right].
\]

For all other \(m \neq m_0, \eta_m \neq N \neq \gamma_m\), we also have

\[
\beta_m^2(R) \leq \frac{2R^{2N}}{[(a+b)(\gamma_m - \eta_m)]^2} \times \left[ \int_0^{1} f_m^2(s) \circ (s)^{3-2N} \, ds \right] \left[ \frac{2}{|N-\gamma_m|} + \frac{1}{|N-\eta_m|} \right].
\]
In the remaining cases, one can verify that
\[
|\beta_m(R)| \leq K \max_{y \in B_1} \left\{ \frac{f(y)}{|y|^{N-2+\varepsilon}} \right\} R^N, \quad \text{when } \varepsilon > \frac{1}{2},
\]
where \( K \) is a constant which is independent of \( f \). Using Parseval's identity and the orthogonality of the \( \phi_m \)'s we readily verify that
\[
\int_{S^{n-1}} v^2(R, \theta) \, d\theta = \sum_{m=0}^{+\infty} \beta_m^2(R, \theta)
\]
\[
\leq K \left\{ \sum_{m=0}^{+\infty} R^{2N} \int_0^1 \frac{f_m^2(s)}{s^{2N-3}} \, ds + R^{2N} \left\| \frac{f(\cdot)}{|\cdot|^{N-2+\varepsilon}} \right\|_{C^0}^2 \right\}.
\]
In other words, our solution \( v \) satisfies
\[
|v|_{L^2_{N,\tau}} = \sup_{0 \leq r \leq \tau} \left\{ r^{-N} \left[ \int_0^{1/\tau} t^{n-1} v^2(r t, \theta) \, d\theta \, dt \right]^{1/2} \right\}
\]
\[
\leq K^{1/2} \left( \int_0^{1/\tau} t^{n-1+2N} \, dt \right)^{1/2} \left\{ \int_0^1 \frac{1}{s^{2N-3}} \int_{S^{n-1}} f^2(s, \theta) \, d\theta \right. 
\]
\[
\left. + \left\| \frac{f(\cdot)}{|\cdot|^{N-2+\varepsilon}} \right\|_{C^0}^2 \right\}^{1/2}
\]
\[
\leq K_{14} \| f \|_{0,0;N-2+\varepsilon}, \quad \text{with } \varepsilon > 1/2.
\]
Thus, we have constructed \( S_0 \) and (2.15) was verified.

In order to use the interior estimates, we introduce a cut-off function \( \zeta \) such that
\[
\zeta(y) = \begin{cases} 
1 & \text{for } |y| \leq \sigma, \\
0 & \text{for } |y| \geq \tau, \text{ with } 0 < \sigma < \tau < 1.
\end{cases}
\]
Finally, we define
\[
\bar{v} = S \circ f = \zeta(\cdot)v(\cdot) = \zeta S_0 \circ f.
\]
Using Lemma 2.7 and (2.15), we get
\[
\| S \circ f \|_{k,\alpha;N} = \| \bar{v} \|_{k,\alpha;N,\tau} \leq K_g \| v \|_{k,\alpha;N,\tau}
\]
\[
\leq K g K_1 \{ 2 \| f \|_{k-2,\alpha;N-2} + K_{14} \| f \|_{0,\alpha;N-2+\varepsilon} \}.
\]
This completes the proof of Theorem 2.14. \( \square \)

**Corollary 2.14.** Let \( \mathcal{L}_0 \) and \( 1 > \sigma > 1/2 \) be as in Theorem 2.14, and let \( Z_1 = \bigcap_{k,N}^\infty C_{k,\alpha;N} \). Then there is a linear operator \( \mathcal{S} \) on \( Z_1 \) such that:

(i) \( \mathcal{L}_0(\mathcal{S}f)(y) = f(y) \) for all \( |y| \leq \sigma \).

(ii) If \( f'(y) = f(ty), 0 < t \leq 1 \) and \( |y| \leq \sigma \), then \( (\mathcal{S}f')(y) = t^{-2}(\mathcal{S}f)(ty) \).

(iii) For any \( k, \alpha, N, \) and \( \varepsilon > 1/2 \), there is a constant number \( \tilde{K} \) such that
\[
\| \mathcal{S} \circ f \|_{k,\alpha;N} \leq \tilde{K} \{ \| f \|_{0,\alpha;N-2+\varepsilon} + \| f \|_{k-2,\alpha;N-2} \}.
\]
Proof. We use the same notation and methods as in the proof of Theorem 2.14 with some modifications. First, we want to define \( \mathcal{S} \) and verify (ii). Let \( c_m = d_m = 0 \) for all \( m = 0, 1, \ldots \), and let \( \varphi_m, \gamma_m, \eta_m, \zeta, R, \theta \), and \( y = R \theta \) be as in the proof of Theorem 2.14. Setting

\[
f_m = \int_{S^{n-1}} f(R, \theta) \varphi_m(\theta) \, d\theta,
\]

we also define

\[
\beta_m(f, R) = \text{Re} \left\{ \gamma_m R \int_0^R \frac{f_m(s) \circ \left( (a+b)(\gamma_m - \eta_m) \right)^{-\gamma_m + 1} ds}{s^\gamma_m - \eta_m} \right\}.
\]

(2.19) \( m \)

If \( \gamma_{m_0} = \eta_{m_0} \), we let

\[
\beta_{m_0}(f, R) = \frac{-R^{\gamma_{m_0}}}{(a+b)} \left\{ \int_0^R f_{m_0}(s) s^{-\gamma_{m_0} + 1} \circ (\log s) \, ds \right\}.
\]

(2.19) \( m_0 \)

When \( f^t(y) = f(ty), f \in Z_1 \), and \( \tilde{s} = ts \), one can prove

\[
\beta_m(f^t, R) = \text{Re} \left\{ \gamma_m R \int_0^R \frac{f_m^t(s) \circ \left( (a+b)(\gamma_m - \eta_m) \right)^{-\gamma_m + 1} ds}{s^\gamma_m - \eta_m} \right\}.
\]

(2.20) \( m \)

\[
= \frac{1}{t^2} \text{Re} \left\{ (t R)^\gamma_m \int_0^{t R} \frac{f_m(s) \circ \left( (a+b)(\gamma_m - \eta_m) \right)^{-\gamma_m + 1} ds}{s^\gamma_m - \eta_m} \right\}.
\]

(2.20) \( m \)

\[
= t^{-2} \beta_m(f, t R).
\]

Similarly, one can verify that (2.20) \( m \) holds when \( m = m_0 \). Now, we define

\[
(\mathcal{S} f)(R, \theta) = \zeta(R) \sum_{m=0}^{\infty} \beta_m(f, R) \varphi_m(\theta).
\]

When \( 0 < t < 1 \) and \( R = |y| < \sigma \), we have \( \zeta(ty) = 1 = \zeta(y) \), and (ii) follows from (2.20) \( m \), \( m = 0, 1, \ldots \).

The same argument as in proof of Theorem 2.14 shows that for any given \( k, \alpha, \) and \( N \) there is a constant number \( \tilde{K} \) so that (i) and (iii) still hold. \( \square \)
3. The proof of the main theorem

In this section, we will prove the main theorem under the following extra assumption:

\[(A) \quad \{\det(g_{ij}^0(x)) - 1\} \in \mathbb{Z}_\tau \quad \text{for some } \tau > 0.\]

(It was pointed out by Professor Jerry Kazdan to the author that any other Riemannian metric is locally conformal to one of those metrics mentioned in assumption (A).)

According to Theorem A (see §1), we only have to solve the equation

\[ V(x, \partial w, \partial^2 w) = -\frac{\partial_r (\log \sqrt{\det(g_{ij}^0)})}{r} \quad \text{under assumption (A).} \]

The rest of this section is devoted to solving equation (**) in the case that (A) holds.

In fact, we shall consider more general singular elliptic equations. Let \(\{x_i\}\) be \(g^0\)-geodesic normal coordinates about \(p\), and

\[ r(x) = d_{g^0}(x, p), \quad \Delta_{E^n} = \sum \frac{\partial^2}{\partial x_i^2}, \]

\[ \mathcal{L}_0 = a \Delta_{E^n} \frac{\partial^2}{\partial r^2} + \frac{c}{r} \frac{\partial}{\partial r} + \frac{d}{r^2} \quad \text{with } a > 0, b \geq 0, \]

\[ V(x, w, \partial_x w, \partial^2_x w) = \mathcal{L}_0 w + \sum Q_{ij}(x, w, \partial w) \partial_{x_i} \partial_{x_j} w + G(x, w, \partial_x w), \]

with the conditions

\[ Q_{ij}(x, \zeta, \eta) = \sum x_k Q_{ij,k}(x, \zeta, \eta), \]

\[ G(x, \zeta, \eta) = \sum \frac{x_i x_j}{|x|^2} G_{ij}(x, \zeta, \eta), \]

where \(Q_{ij,k}\) and \(G_{ij}\) are \(C^\infty\) smooth functions with respect to \(x, \zeta, \eta\). When \(|x| \leq \rho_0\), we also require that \(G_{ij}(x, 0, 0) = 0\).

Using the fact \(r \partial w / \partial r = \sum x_i \partial w / \partial x_i\), one can verify that \(V\) given in (1.14) satisfies conditions (i) and (ii).

We will prove

**Theorem B.** Suppose \(V\) is a second order quasilinear elliptic operator on a Riemannian manifold \((M, g^0)\) with an isolated singularity \(p\) with conditions (i) and (ii) as above. Then there is a \(\tau > 0\) such that

\[ V(x, w, \partial_x w, \partial^2_x w) = f(x) \quad \text{has a solution } w \in C_{k, \alpha; N, \rho} \quad \text{for any } \rho < \tau, \ \varepsilon > 1/2, \ k \geq [n/2] + 1, \text{ and } f \in C_{k-2, \alpha; N} \cap C_{0, \alpha; N-2+\varepsilon}. \]
Corollary B. Let $V$ and $\mathcal{L}_0$ be as above, and let $f \in \mathbb{Z}_\tau$. Then (***) has a solution $w \in \mathbb{Z}_\rho$ for sufficiently small $\rho < \tau$.

Proof of the Theorem B. The idea of the proof will be to use the Schauder fixed point theorem. To set the stage for the fixed point theorem, we need to fix the domains of the functions involved so that we can deal with some fixed Banach spaces. There is no loss of generality in assuming the injective radius of $g^0$ at $p$ is greater than one. Thus, we scale our problem the same way Dennis DeTurck did in [D]. If $v$ is a function defined on the metric ball $B_1$, we set

$$\Phi(\rho, v) = V(\rho y, \rho^2 v, \rho \partial_y v, \partial_y^2 v) - f(\rho y).$$

In this case, $\Phi(\rho, v)$ is a function defined on $B$. Since $f(0) = 0$ and $G(0, 0, 0) = 0 = Q_{ij}(0, 0, 0)$, we see that $\Phi(0, v) = \mathcal{L}_0 v$.

Let $S$ be as in Theorem 2.14. Then $S$ is a bounded linear right inverse of $\mathcal{L}_0$. Define

$$T_\rho(v) = \Phi(0, v) - \Phi(\rho, v) = \mathcal{L}_0 v - V(\rho y, \rho^2 v, \rho \partial_y v, \partial_y^2 v) + f(\rho y) = f(\rho y) - \sum Q_{ij}(\rho y, \rho^2 v, \rho \partial_y v) \frac{\partial^2 v}{\partial y_i \partial y_j} - G(\rho y, \rho^2 v, \rho \partial_y^2 v),$$

Now, if $F_\rho$ admits a fixed point $v$ in $C_{k, \alpha; N}$, and $\rho > 0$, then

$$V(\rho y, \rho^2 v, \rho \partial_y v, \partial_y^2 v) - f(\rho y) = 0 \quad \text{for } |y| \leq 1/2.$$

Setting $w(x) = \rho^2 v(x/\rho)$ gives a solution of (***). For $|x| \leq \rho/2$.

For this purpose, we want to verify that $F_\rho$ is a contracting map on some convex bounded set $\mathcal{H}_{K_0} = \{v | \|v\|_{k, \alpha; N} \leq K_0\}$. For any pair of functions $v$, $\hat{v} \in \mathcal{H}_{K_0}$, condition (ii) and the definition of $\|\cdot\|_{k, \alpha; N}$ tell us that

$$\|T_\rho(\hat{v}) - T_\rho(v)\|_{k-2, \alpha; N-2} + \|T_\rho(\hat{v}) - T_\rho(v)\|_{0, \alpha; N-2+\epsilon} \leq K_3 \rho \|\hat{v} - v\|_{k, \alpha; N},$$

where $K_3$ is a constant number which depends on $k, \alpha, N$, and $K_0$. On the other hand, by Theorem 2.14 we know that there is a constant $\tilde{K}$ so that

$$\|S \hat{f}\|_{k, \alpha; N} \leq \tilde{K}\{\|\hat{f}\|_{0, \alpha; N-2+\epsilon} + \|\hat{f}\|_{k-2, \alpha; N-2}\}$$

for any $\hat{f} \in C_{k-2, \alpha; N} \cap C_{0, \alpha; N-2+\epsilon}$.

Now setting $T_\rho(\hat{v}) - T_\rho(v) = \hat{f}$ in (3.3) yields that, if $v, \hat{v} \in \mathcal{H}_{K_0}$, then

$$\|F_\rho(v) - F_\rho(\hat{v})\|_{k, \alpha; N} \leq \tilde{K}K_3 \rho \|\hat{v} - v\|_{k, \alpha; N}.$$
The fixed point of \( v \) of \( F_\rho \) can be constructed as a limit of a sequence of functions. Let

\[
\begin{align*}
u_{0, \rho} &= 0, & \nu_{1, \rho} &= F_\rho(0) = S \cdot f(\rho \cdot), \\
u_{i, \rho} &= F_\rho(\nu_{i-1, \rho}).
\end{align*}
\]

Now we let \( K_0 = 8\|Sf\|_{k, \alpha; N} \), and choose \( \rho_{k, N} = 1/4(\widetilde{K}_3 + K_0) \). One can show that, if \( \tau = \rho_{k, N} \) and \( \rho < \tau \), then \( \{\nu_{i, \rho}\} \subset \mathcal{N}_{K_0} \) and

\[
\|\nu_{i, \rho} - \nu_{i-1, \rho}\|_{k, \alpha; N} \leq \frac{K_0}{2^{i-1}}.
\]

Hence, \( \nu_{\infty, \rho} = \lim_{i \to \infty} \nu_{i, \rho} \) is the desired fixed point of \( F_\rho \). \( \square \)

**Proof of Corollary B.** We make a few changes in the proof of Theorem B and use the same notation unless specified otherwise. Recall that

\[ \Phi(\rho, v) = V(\rho y, \rho^2 v, \rho \partial_y v, \partial_y^2 v) - f(\rho y), \]

and let \( \mathcal{S} \) be given as in Corollary 2.14. We also define

\[
\begin{align*}
\tilde{F}_\rho(v) &= \mathcal{S}[\Phi(0, v) - \Phi(\rho, v)] \\
&= \mathcal{S}[\mathcal{L}_0 v - V(\rho y, \rho^2 v, \rho \partial_y v, \partial_y^2 v) + f(\rho y)], \\
\tilde{u}_{0, \rho} &= 0, & \tilde{u}_{1, \rho} &= \tilde{F}_\rho(0) = \mathcal{S} \cdot f(\rho \cdot), \\
\tilde{u}_{i, \rho} &= \tilde{F}_\rho(\nu_{i-1, \rho}), \\
\tilde{u}_{\infty, \rho} &= \lim_{i \to \infty} \tilde{u}_{i, \rho}.
\end{align*}
\]

Now, for any \( k, \alpha, N \), using the same argument as in the proof of Theorem B, we have a constant \( \rho_{k, N} \) so that, when \( \rho < \rho_{k, N} \)

\[
\|\tilde{u}_{i, \rho} - \tilde{u}_{i-1, \rho}\|_{k, \alpha; N} \leq \frac{K_0}{2^{i-1}},
\]

where \( K_0 = 8\|\mathcal{S}f\|_{k, \alpha; N} \). Hence, \( \tilde{u}_{\infty, \rho} \in C_{k, \alpha; N} \).

If we fix \( \tau = \frac{1}{2}\rho_{2n, 1/2; 4n}, n = \dim M \), and let

\[
v_0 = \tilde{u}_{\infty, \tau}, \quad w_0(x) = \tau^2 v\left(\frac{x}{\tau}\right),
\]

then we shall show that \( w_0 \) is the desired \( C^\infty \) smooth solution of (***).

In fact, by (3.9), one can show that \( w_0 \) is a strong solution of (***), for \( 0 < |x| \leq \tau/2 \). Since \( V \) is elliptic on \( B_1 - \{0\} \) and the coefficient of \( V \) is \( C^\infty \) at \( B_1 - \{0\} \), the standard elliptic theory tells us that \( w_0 \) is \( C^\infty \) on \( B_{1/2} - \{0\} \) when \( f \) is \( C^\infty \). Thus, we proved that \( w_0 \in C^\infty(B_{1/2} - \{0\}) \).

For the rest of the proof we show \( v_0 \) is \( C^\infty \) at \( y = 0 \) and \( v_0 \in Z_1 \). We will prove this fact indirectly. The crucial step is to verify

**Claim.** If \( \tilde{u}_{\infty, \rho} \) is given by (3.8), then

\[
\tilde{u}_{\infty, \rho}(ty) = t^2 \tilde{u}_{\infty, \rho}(ty) \quad \text{for } |y| \leq 1/2, \ t \leq 1.
\]
Assuming the claim, we see that \( v_0(ty) = t^2 \hat{u}_{\infty, t\tau}(ty) \). Now, for any given \( k, \alpha, \) and \( N, \) choosing \( t \) with \( t\tau < \rho_{k, N} \) and using (3.9)–(3.11), we conclude \( v_0 \in C_{k, \alpha; N} \). Therefore, it follows that \( v_0 \in Z_{1/2} \) and Corollary B holds.

In order to prove the claim, it suffices to verify

\[
\tilde{u}_{i, \rho}(ty) = t^2 \tilde{u}_{i, t\rho}(ty) \quad \text{for} \quad |y| \leq 1/2, \quad t \leq 1,
\]

for each \( i \).

When \( i = 1 \), if we let \( v_i(y) = v(ty) \) and \( h(y) = f(\rho y) \), then

\[
\Phi(t\rho, v_i)(y) = V(\rho ty, t^2 \rho^2 v_t, t\rho \partial_y v_t, \partial_y^2 v_t) - f(t\rho y)
\]

\[
= \Phi(\rho, t^2 v)|_{ty},
\]

(3.12)

\[
T_{t\rho}(v_i)|_{ty} = T_{\rho}(t^2 v)|_{ty}.
\]

Let \( S \) be as in Corollary 2.14. If we set \( h_i(y) = h(ty) = f(t\rho y) \), it follows from Corollary 2.14(ii) that

\[
S(h)|_{ty} = t^2 S(h_i)|_{ty} \quad \text{if} \quad |y| \leq 1/2 \quad \text{and} \quad t \leq 1.
\]

Therefore, setting \( v = t^{-2} S(h) \) in (3.12) and using (3.13), we find that

\[
T_{t\rho}(S(h_i))|_{ty} = T_{t\rho}[S(t^{-2} S h)](t\tau)|_{ty}
\]

\[
= T_{\rho}[S h]|_{ty} \quad \text{when} \quad |y| \leq 1/2, \quad t \leq 1,
\]

(3.13)

\[
\tilde{u}_{1, \rho}(ty) = (S h)|_{ty} = t^2 (S h_i)|_{ty}
\]

\[
= t^2 [S f(t\rho \cdot)]|_{ty} = t^2 \tilde{u}_{1, t\rho}(y).
\]

When \( i \geq 2 \), suppose

\[
[(T_{t\rho} S)^{i-1}(h_i)]|_{ty} = [(T_{\rho} S)^{i-1} h]|_{ty}
\]

holds for \( i - 1 \). Then one can verify that

\[
[(T_{t\rho} S)^{(i)}(h_i)]|_{ty} = \{(T_{t\rho} S)((T_{t\rho} S)^{i-1} h_i)]|_{ty}
\]

\[
= \{(T_{t\rho} S)((T_{\rho} S)^{i-1} h)](t\tau)|_{ty}
\]

\[
= \{(T_{\rho} S)(T_{\rho} S)^{i-1} h)]|_{ty}
\]

\[
= [(T_{\rho} S)^{(i)}(h)]|_{ty}.
\]

Hence, one concludes that

\[
\tilde{u}_{i, \rho}(ty) = \{S[(T_{\rho} S)^{i-1} f(\rho \cdot)]|_{ty}
\]

(3.11)

\[
= t^2 \{S[(T_{t\rho} S)^{i-1} f(\rho \cdot)]|_{ty} \quad \text{(by (3.13))}
\]

\[
= t^2 \{S[(T_{t\rho} S)^{i-1} f(t\rho \cdot)]|_{ty} \quad \text{(by (3.14))}
\]

\[
= t^2 \{F_{t\rho}^{(i)}(0)|_{ty} = t^2 \tilde{u}_{i, t\rho}(y).
\]

This completes the proof of the claim and corollary. \( \square \)
In order to prove the main theorem by using Corollary B, we need an "infinite order version" of Lee and Parker's theorem. The author owes this remark to Professor J. Kazdan.

**Theorem C.** Suppose \((M, g^0)\) is a Riemannian metric around \(p\). Then there exists a pointwise conformal metric \(\tilde{g} = e^{2h} g^0\) such that in \(\tilde{g}\)-normal coordinates \(\{\tilde{x}_1, \tilde{x}_2, \ldots, \tilde{x}_n\}\) around \(p\),

\[
(A.1)_p \quad \frac{\partial^{\beta}}{\partial \tilde{x}^{\beta}}[\det(\tilde{g}_{ij}(\tilde{x})) - 1] \bigg|_{\tilde{x}=0} = 0 \quad \text{for all } |\beta| = 0, 1, 2, \ldots. \quad \Box
\]

The following simple proof was suggested by the referee.

**Proof of Theorem C.** The theorem above will immediately follow from the result in [LP] and Borel's theorem, which says: for any power series about 0 in \(E^n\), there exists a smooth \(C^\infty\) real-valued function whose Taylor series expansion at 0 is this given series (cf. [GG, p. 98]).

To see this, starting with a metric \(g_0\), we seek a metric \(\tilde{g} = e^{2h} g_0\) such that \(\det(g_{ij}) - 1\) vanishes to infinite order at \(p\) in \(\tilde{g}\)-normal coordinates. This is equivalent to the coordinates free condition \(\exp^*_\tilde{g}(dV_{\tilde{g}}) = dx\) to infinite order, where \(dV_{\tilde{g}}\) is the volume element of \(\tilde{g}\) and \(dx\) is the Euclidean volume element on the tangent space at \(p\). In Lemma 5.3 of [LP] it is shown that, for any \(m\), there exists a metric \(g_m = e^{2h_m} g_0\) which satisfies \(\exp^*_g(dV_{g_m}) = [1 + O(||x||^m)] dx\) and, as long as \(h_m\) and its first derivatives vanish at \(p\), the Taylor series of \(h_m\) is uniquely determined up through order \(m+2\) by this condition. Thus the full Taylor series of \(h\) is uniquely determined by the condition that \(\exp^*_g(dV_{g}) = [1 + O(||x||^m)] dx\) for every \(m\). Borel's theorem then guarantees that there exists a smooth function \(h\) with this Taylor series. \(\Box\)

**Proof of the main theorem.** Case 1. If \(g^0\) is \(C^\infty\) smooth, using Theorem C above we may assume that \(\{\det(g^0_{ij}(x)) - 1\} \in Z_1\) with respect to \(g^0\)-normal coordinates \(\{x_i\}\) at \(p\). Now the main theorem follows form Theorem A and Corollary B.

**Case 2.** When \(g^0\) is a \(C^{k,\alpha}\) metric, according to Theorem 5.1 in [LP], we may assume that \(\{\det(g^0_{ij}) - 1\} \in C_{k,\alpha; N}\). Therefore, one can prove the main theorem in this case by using Theorems A and B. \(\Box\)
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