16. LECTURE 16 5.2 THE GRAM-SCHMIDT ORTHOGONALIZATION PROCESS

Here we will learn a process for constructing an orthonormal basis for subspace W of R™.
Starting from any basis {vy, -, v, } for W we construct an orthonormal basis {uy,---,u,}.
We will construct the u;’s inductively so that {uy,--- ,u;} are orthonormal and

Span(uy, - - ,ug) = Span(vy,- -+, V)
for k =1,...,n. To begin the process, let 1
u; = — V1
[ v
Then Span(u;) = Span(vy), since u; is a multiple of v; and || u;|| = 1.
Let p; be the projection of v4 onto Span(v;) = Span(u,), i.e.
p1 = (v2rw)uy, Vs —P1 € Span(ul)L

Then vy — p; # 0 since vy ¢ Span(uy). If we set
1

B | vo — pul|

then u, is a unit vector orthogonal to Span(u;) and Span(uy, uy) = Span(vy, va).
To construct ug let ps be the projection of vz into Span{u;, us}:

Uy (V2 - Pl)

P2 = (V3 -up)ug + (vs-uy) uy
and set
uz = ; (V3 - Pz)
| vs — p2

1

HVk+1 - pk”

In general we define uy recursively by

Up41 = (Vk+1 - pk)

where

Pr = (Vi1 -w)ug + -+ - + (Vi1 - ug) ug
is the projection of vj; onto Span(uy, - -+ ,ux). This procedure, called the Gram-Schmidt
orthogonalization process yields an orthonormal basis {uy,--- ,u,} for W.

Ex Find an orthonormal basis for the plane F' = {x € R3; x; + 2o + 23 = 0}.
Sol v; = (1,—1,0)" and v, = (1,0, —1)T are two vectors in the plane.
1 111 1 1

1 1 1
-1 |. Then let p; = (vo-uy)u; = -1|==1]-1/.

—_— V] = — R —
vl V21| V2V210 | 2]
1 1 1

1 1
Since vo —p1==| 1 |wegetug=——— (vo—p1)=—71| 1 |.
2| ol 2P = 5 |

First let u; =



QR FACTORIZATION

One can also use the Gram-Schmidt process to obtain the so called Q)R factorization of a
matrix A = QQR, where the column vectors of () are orthonormal and R is upper triangular.
In fact if M is an m x n matrix such that the n column vectors of M = [Vl . -Vn] form
a basis for a subspace W of R™ we can perform the Gram-Schmidt process on these to
obtain an orthonormal basis {uy, - ,u,} such that Span(uy,---,ux) = Span(vy,--- ,vy),
for K =1,...,n. Hence for some constants r;;

vk:rlkul+---—i—rkkuk—i—0uk+1+---0un, ]{3:1,...,71. r o -
1k
Let R be the upper triangular matrix with column vectors defined by :
R= [1‘1 e I‘n]7 where ry = Tgk )
and let Q = [ul ce un]. Then
Qrk:leu1+'--+Tkkuk:Vk L 0 .

and hence
QR: [er"'an] = [Vl"'vn} =M.

Note that in principle one can calculate what R is from the Gram-Schmidt process:
11y = vy, T = HV1H,
22Uz = V2 — P1, P1=T12W1, T2 = <V27111>7 T2 = HV2 - p1||7
and so on
TekUg = Vi = Ph—1, Pr—1= "1 + - + T )eWh—1,  Toe= Vi, W), Tk =||Vi—Pr-1-
However, it is simpler to get R just from using that M = QR and that QT Q = I so that
R=Q"QR=Q"M.
That Q7Q = I follows from that the columns of () are orthonormal:

— ul — || | u;cu; u;cup - up-u 10 - 0
Q'Q= W g | o | U2 Uzl u" |00
—u? —| ||| | W, W U, Uy - Uy-U, 00 - 1
1 2
Ex Find the Q)R factorization of M = | 1 2 |. Sol Use Gram Schmidt on the columns of
0 3
M =[v; vo] to find an orthonormal basis {u;, us} and from that construct Q = [u; uy).
We h ! ! } d with (vo-uy) + 1 2 1 h
e have u; = ——v; = — and with p; = (vo-u)u; = = we have
[[vall V2 0 ) \/_ \/_ 0
0 1 0
—p1=|0 SOU2=—(V2—p1): 0
[v2 = pi 1

1/vV2 0 4
It follows that Q@ = | 1/y2 0 | and R = QTM = 1/(\)/5 1/0¢§ (1)]
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SUMMARY
Starting from any basis {vy, -, v, } for W we construct an orthonormal basis {uy,---,u,}.
We will construct the u;’s inductively so that {uy,---,ux} are orthonormal and
Span(uy, - - ,u;) = Span(vy,- -+, V)
for k =1,...,n. To begin the process, let 1
u; = — V1
[[vall
Then Span(u;) = Span(vy), since u; is a multiple of v; and || uy| = 1.

Let p; be the projection of vy onto Span(v;) = Span(u,), i.e.

p1 = (vorw)uy, vy — p1 € Span(u;)”*
Then vy — py # 0 since vy ¢ Span(u,). If we set

Up = (V2 - P1)

[ V2 —pi
then uy is a unit vector orthogonal to Span(u;) and Span(u;, us) = Span(vy, va).
To construct ug let ps be the projection of v3 into Span{u;, uy}:

P2 = (V3 -up)ug + (vs-ug) uy
and set 1
w3 =—— (V3 — p2)
| vs — p2f

1
U1 = 57— 7
T Vi — i

In general we define uy recursively by

(Vk+1 - p/c)

where
Pr = (Vi1 ) ug + -+ - + (Vi1 - ug) ug,

is the projection of v, 1 onto Span(uy, - - - ,ug). This procedure, called the Gram-Schmidt

orthogonalization process yields an orthonormal basis {uy,--- ,u,} for W.

One can also use the Gram-Schmidt process to obtain the so called QR factorization of a
matrix A = QQR, where the column vectors of () are orthonormal and R is upper triangular.
In fact if M is an m x n matrix such that the n column vectors of M = [Vl . -Vn] form
a basis for a subspace W of R we can perform the Gram-Schmidt process on these to
obtain an orthonormal basis {uy,--- ,u,} such that Span(ul, e ,uk) = Span(vl, e ,Vk),
for £ =1, ...,n. Hence for some constants 7;;

Vi = T + -+ Py + Ougy g + -0 - Ouy,, k=1,..n. S
1k
Let R be the upper triangular matrix with column vectors defined by :
r
R = [rl e rn} , where ry = Sk ,
and let () = [ul e un]. Then :
0

Qry = rypuy + -+ TRy = Vi, - }
and hence
QR = [er---an] = [Vl---vn} = M.
Note that in principle one can calculate what R is from the Gram-Schmidt process.
However, it is simpler to get R just from using that M = QR and that Q7Q = I so that

R=QTQR=Q™M.



	16. Lecture 16 5.2 The Gram-Schmidt Orthogonalization Process
	QR factorization
	Summary

