17. LECTURE 17: 5.3 ORTHOGONAL TRANSFORMATIONS

A linear transformation 7:R" — R" is called an orthogonal transformation if for all u,v

T(u)-T(v)=u-v. (17.1)
Note that in particular that by taking v = u and recalling that u-u = ||ul|? it follows that
1T ()] = [lull (17.2)

The book takes as definition of orthogonal but also follows from . In fact
lu+v|)?=u+v)-(ut+v)=u-u+v-v+u-v+v-u=|ul® +||v|*+2u-v. (17.3)
Similarly
lu—v[|P=u-v)-(u-v)=u-ut+v-v—u-v-v-u=|[ul+|v[*—2u-v. (17.4)
Subtracting from gives
[lu+v|* = lu—v|*=4u-v. (17.5)
Applying this to T'(u) and T'(v) in place of u and v also gives
I7(0) + T2 = | T(w) = T(v)|2 = 4T (w) - T(v). (17.6)
Using applied u + v respectively u — v in place of u we get
IT(a+ V)" = lu+v[* and [T(u-v)]*=|u-v|]

It follows that the left of (17.5) must be equal to the left of (17.6) which implies that the
right hand sides are also equal so ((17.1]) follows.

Recall that the dot product satisfy
u-v = [[uf[v] cos ¢, (17.7)

where ¢ is the angle between u and v. Since the orthogonal transformations preserve both

the length of vectors (17.2]) and the dot product of vectors ((17.1)) it follows (17.7]) and (17.7))

applied to T'(u) and T'(v) in place of u and v respectively, that the cosine of the angle
between T'(u) and T'(v) is the same as the cosine of the angle between u and v, i.e.

T)-T(v)  u-v
ITIIT)I - allfiv]
Rotations and Reflections are both orthogonal transformations since they both preserve the
length of vectors and hence the angle between vectors.

= Cos ¢.



ORTHOGONAL MATRIX

If T(x) = @x is an orthogonal transformation with matrix

Q = |Ui U2 Uy
I
then it follows from the definition (17.1)) that the columns of @) are orthonormal

u;-u; = (Qe;) - (Qej) =T(e;) T(e;) =e;-ej =0 = {(1), ij ; i
We have
QQ=|" " | |lwuwu, | = | Bt Wt w0 0
O W i - w boo i
ie.
Q'Q=1 (17.8)

A matrix satisfying this, or equivalently that the columns are orthonormal, is called an or-
thogonal matrix. (It should perhaps have been called orthonormal but it is not.)

Recall that the transpose A’ of A is the matrix whose ijth entry a;fg is the jith entry aj;
of A: i.e the rows and columns are interchanged.

We claim that the transpose satisfy

u-(ATv) = (Au)-v. (17.9)
If fact if we let u = e; and v = e; run over the standard basis then the left is al-Tj and the
right is a;; which are equal by the definition of AT.

It follows from repeated use of (17.9) that

(ABu)-v = (Bu)-(ATv) = u- (BT A™v), (17.10)
for all u and v and since also by (17.9)
(ABu)-v =u-((AB)"v), (17.11)

it follows that the right hand side of ([17.10]) is equal to the right hand side of ((17.11]) for all
u and v and hence that

(AB)T = BT AT, (17.12)

If Q is an orthogonal matrix, i.e. QTQ = I it follows that

(Qu)-(Qv) = (Q"Qu)-v=u-v,
i.e. T'(u) = Qu is an orthogonal transformation ([17.1]).



ORTHOGONAL PROJECTION

T

If u and v are two (column) vectors then u” is a row vector and we can write the dot product

in terms of the matrix product
u-v=u'v (17.13)

which follows from the row-column rule.

The orthogonal projection onto a subspace V' of R™ with orthonormal basis {uy, ..., u,} is
proj,y x = (ug -x)uy + - - + (w0, - x)u,

Using (17.13)) we can write this as
projy x = w(ufx) + - + w,(ulx) = (wuj + - +y,ul)x.

Hence

R

— ul

projy x = Ui Uz --- Uy, :2 X
T

| ] [— ul -

We have hence found a matrix formula for the orthogonal projection:
| |
P =QQ", where Q= |wmuz---u,
| |

Another important class of matrices are the symmetric matrices satisfying A7 = A.

Note that it follows that P is symmetric PT = (QQT)T = (QT)TQT = QQT = P by (17.12).
Moreover P? = QQTQQ" = Q(Q"Q)Q" = QQ" = P, since by (17.8) Q"Q = I.

Conversely, a matrix satisfying these two properties is the matrix of an orthogonal projection.



SUMMARY

A linear transformation 7:R" — R" is called an orthogonal transformation if for all u,v

T(u)-T(v)=u-v. (17.14)
Note that in particular that by taking v = u and recalling that u-u = ||ul|? it follows that
1T ()] = [lull (17.15)

The book takes ((17.15)) as definition of orthogonal but (17.14)) also follows from ([17.15). It

follows from this that an orthogonal transformation also preserve angles:
T(u)-T(v)  u-v
[T [fallfiv] ' | |

If T'(x) = @x is an orthogonal transformation with matrix () = |u1 Uz - - - u,| it follows from

the definition (17.14]) that the columns of () are orthonormal N |

u;-u; = (Qe;) - (Qej) =T(e;) T(e;) =e;-ej =0, = {

This can also be written

1, ifi=j
0, ifij.
QTQ =1 (17.16)

A matrix satisfying this, or equivalently that the columns are orthonormal, is called an or-
thogonal matrix. (It should perhaps have been called orthonormal but it is not.)

Recall that the transpose A’ of A is the matrix whose ijth entry aiTj is the jith entry aj;
of A: i.e the rows and columns are interchanged. We claim that the transpose satisfy

u-(A7v) = (Au)-v. (17.17)
If fact if we let u = e; and v = e; run over the standard basis then the left is az; and the
right is a;; which are equal by the definition of A”. Repeated use of gives
(AB)" = BT A", (17.18)
If @ is an orthogonal matrix, i.e. QTQ = I it follows that
(Qu)-(Qv) = (QTQu) v =u-v,
i.e. T(u) = Qu is an orthogonal transformation (17.14).

If u and v are two (column) vectors then u’ is a row vector and we can write the dot product
in terms of the matrix product using the row-column rule:

u-v=u'v (17.19)
The orthogonal projection onto a subspace V' of R™ with orthonormal basis {uy,...,u,} is
projy x = (uy -x)u; + -+ - + (u, - x)u,
using one can write this in matrix form Px where
P=QQ".
Another important class of matrices are the symmetric matrices satisfying A7 = A.

It follows from using (17.18) that P is symmetric and from using ((17.16) that P? = P.

Conversely, a matrix satisfying these two properties is the matrix of an orthogonal projection.
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