22. 6.3 GEOMETRIC INTERPRETATION OF DETERMINANTS

The magnitude of the determinant of a matrix A = [al an] is the volume of the n-
dimensional parallelepiped with the column vectors as it edges
P(a;,...,a,) ={xeR" x=ca+ - +ca, 0<<1,....,.0<¢, <1}

| det A = Vol (P)

The sign of the determinant depends on the orientation of the column vectors.

In 2 and 3 dimensions it was proven in the multi-variable calculus classes that the magnitude
of the cross product of two vectors gives the area and the scalar triple product of three vec-
tors gives the volume. The sign is positive if the vectors form a positively oriented system.
The proof here is from Section 3.3 in the text by Lay et al. where there are pictures:

Th If A is a 2x2 matrix, the area of the parallelogram with its columns as its sides is |det A|.
If Ais a 3 x 3 matrix, the volume of the parallelogram with its columns as its edges is |det A|.
Pf of the 2 x 2 cases. The theorem is obviously true for diagonal 2 x 2 matrices:

det[ 8 2 } ’ = |ad| = Area of rectangle with sides a and d
We will show that any 2 x 2 matrix A = [ a; as ] can be transformed into a diagonal

matrix in a way that changes neither the area of the associated parallelogram nor |det A|.
We know that the absolute value of the determinant is unchanged when two columns are
interchanged or a multiple of one column is added to another and its easy to see that one
can transform A into diagonal form with such operations. Column interchanges do not
change the parallelogram at all so it suffices to prove the following fact: The area of the
parallelogram determined by a; and a, equals the area of the parallelogram determined by
a; and as + ca; for any c¢. This follows from that the points a; and as + ca; have the same
perpendicular distance to the line through 0 and a;.

The proof in the 3 x 3 case is similar. It is obviously true in the diagonal case since it is
just a cube, and we will argue as before that the volume is unchanged if we add a multiple
of one row to another. A parallelepiped is a box with two sloping sides. Its volume is the
area of the base in the plane Span[a;, ag] times the altitude of ay above Span[a;,as]. Any
vector a; + ca; has the same altitude because a; + ca; lies in the plane a; + Span[a;, ag],
which is parallel to Span[ay, az]. Hence the volume of the parallelepiped is unchanged when
[a;, as, a3] is changed to [a;,as + caj,as]. Thus a column replacement operation does not
affect the volume of the parallelepiped. Since column interchanges have no effect on the
volume, the proof is complete.

LIMITED GAUSS-JORDON ELIMINATION

In the above we used that to get a matrix in row echelon form and diagonal form if it is
invertible it suffices to use two of the row operations:

I) Interchanging two rows changes the sign.

IIT) Add a multiple of one row to another does not change the determinant.



DETERMINANTS OF MAPS

Th Let T : R — R? be the linear transformation 7'(x) = x, where A is a 2 x 2 matrix. If
i llel in R?, th
S is a parallelogram in R?, then AreaT/(S) = |det Al Area s

If T is determined by a 3 x 3 matrix A, and if S is a parallelepiped in R3, then
Vol T'(S) = | det A| Vol S

By dividing up any area S into smaller squares the theorem holds for any area S.
Pf A parallelogram at the origin in R? determined by vectors b, and by has the form

S:{Slb1+82b2; OSSl S 1, 0§52 S 1}
The image of S under T consists of points of the form
T(Slbl + Szbg) == SlT(bl) + SQT(bg) = SlAbl -+ SQAbQ,

where 0 < 57 <1, 0 < 59 < 1. It follows that T'(S) is the parallelogram determined by the
columns of the matrix [Ab; Aby]. This matrix can be written as AB, where B = [by, bs].
By the of interpretation of the determinants as area and by the product theorem,

AreaT(S) = |det AB| = | det A|| det B| = | det A| Area S



CRAMER’S RULE
Th Let A be an invertible n X n matrix. For any b € R”, the unique solution x of Ax = b
has entries given by x; = det A;(b)/ det A, i=1,...,n,
where A;(b) is the matrix obtained from A by replacing column i by the vector b.

Pf Denote the columns of A by ay,...,a, and the columns of the n x n identity matrix [
by ei,...,e,. If Ax = b, the definition of matrix multiplication shows that

Ali(x) = Ale;...x...e,| = [Ae,... Ax... Ae,| = [a;...b...a,] = Ai(b).
By the multiplicative property of determinants,
det A det [;(x) = det A;(b)
The second determinant on the left is simply x;.

A FORMULA FOR THE INVERSE USING DETERMINANTS

Cramer’s rule leads easily to a general formula for the inverse of an n x n matrix A. The jth
column of A~! is a vector x that satisfies Ax = e; where e; is the jth column of the identity
matrix, and the ith entry of x is the (4, j)th-entry of A~!. By Cramer’s rule,

(1,7)th-entry of A™' = x; = det A;(b)/ det A (22.1)
Recall that Aj; denotes the submatrix of A formed by deleting row j and column i. A
cofactor expansion down column ¢ of A;(e;) shows that

det Ai(e]’) = (—1)i+j det Aji = Cjia

where C}; is called a cofactor of A. By (22.1]), the (4, j)th-entry of of A~! is the cofactor Cj;
divided by det A. [Note that the subscripts on C}; are the reverse of (4, j)] Thus
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det A : : :

Cln C2n e Cnn

The matrix of cofactors on the right side above is called the adjugate (or classical adjoint)
of A, denoted by adj A.

COFACTOR, EXPANSION

Let A=(a;;) be an nxn matrix and let A;; denote the (n—1)x(n-1) matrix obtained from A by
deleting the row and column containing a;; and let the cofactors be Cj;=(-1)""7 det (A;;).
Th For any ¢ and Jwe have det A = aﬂCﬂ + ...+ ainCin = ale'lj + ...+ anjC’nj.

Pf Since the determinant just changes sign if we switch two rows and the determinant of
the transpose is the same it suffices to prove that det A = a1:C11 + ... + a,1Cy1. Since the
determinant is linear in the rows and hence in the columns it suffices to prove it for the
case of a;; = 1, for some ¢ but aj; = 0 for j # 7. We can however reduce the case i > 1 to
the case of i = 1 by moving the ¢th row to the top passed each of the ¢ — 1 rows above it.
Since it requires ¢ — 1 switches to it would cause the determinant to changes sign with the
factor (—1)*1, which is exactly how the sign would change when going from Cj; to Cp. It
therefore suffices to consider the case when a;; = 1 but a;; = 0 for j > 1, which is exactly

the case of a block matrix for which we proven that det {é A* } = det Ay;.
11



CALCULATING DETERMINANTS WITH ROW REDUCTION AND EXPANSION ALONG ROWS
OR COLUMNS

(1 5 0
Ex 1 Find the determinant of A= | 2 4 —1
0 -2 0
Sol Adding —2 times the 1st row to the 2nd and expanding along the first column:
1 5 0 1 5 0 6 1
2 4 -1|=|0 —6 -1 :1-’_2 0 ':1-((—6)0—(—1)(—2)):—2
0 -2 0 0 -2 0
20 2 2 1 011 1 011 01 1
1 02 2 1 0 2 2 0011
Ex 2 1222:21222:20211:2(2)51
1 01 2 1 01 2 0 001
2 11 11
=-210 11 =(—2)2‘0 1‘:(—2)2(1-1—1-0):—4.
0 01



SUMMARY

The magnitude of the determinant of a matrix A = [al an] is the volume of the n-
dimensional parallelepiped with the column vectors as it edges
P(a;,...,a,) ={xeR" x=ca+ - +ca, 0<<1,....,.0<¢, <1}

| det A| = Vol (P)
The sign of the determinant depends on the orientation of the column vectors.
Th If A is a 2x2 matrix, the area of the parallelogram with its columns as its sides is |det A|.
If A is a 3 x 3 matrix, the volume of the parallelogram with its columns as its edges is |det A|.
The proof use that to get a matrix in row echelon form, and diagonal form if it is invertible,
it suffices to use two of the row operations:
I) Interchanging two rows changes the sign.
IIT) Add a multiple of one row to another does not change the determinant.
As a consequence of the theorem we have:
Th Let T : R? — R? be the linear transformation determined by a 2 x 2 matrix A. If S is

a parallelogram in R?, then
AreaT(S) = |det A| Area S

If T is determined by a 3 x 3 matrix A, and if S is a parallelepiped in R?, then
VolT'(S) = | det A| Vol S

One typically calculates determinants either with row operations or Cofactor expansion
Let A=(a;;) be an nxn matrix and let A;; denote the (n—1)x(n—1) matrix obtained from A by
deleting the row and column containing a;;, and let the cofactors be C;; = (—1)"*7 det (4;;).

The determinant satisfy det A Coi bt an C
€ = a11L11 T .o T A1nLap.

By switching rows and taking the transpose we get:

Th Fi , and h
or any tand g we fave det A = ailCﬁ + ...+ amCm = alelj + ...+ ananj.

We have already seen that this is true in the 3 dimensional case. In general it is clear from

det A = Zgalo(l)a%(g) “ G (n) Sign (0),

that the terms are the same so we just need the sign right, see Theorem 6.2.10, Problem 68.

Th (Cramer’s rule) Let A be an invertible n x n matrix. For any b € R", the unique

solution x of Ax = b has entries given by
ZL’Z:detAZ<b)/d€tA, izl,...,n,

where A;(b) is the matrix obtained from A by replacing column 4 by the vector b. Moreover
Cn Cy -+ Oy

AL — 1 Cia Cy -+ Cpo

det A : : :
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