3. LECTURE 3: (1.2) 1.3 VECTOR EQUATIONS AND MATRIX MULTIPLICATION

In linear algebra we think of vectors in R"™ as column vectors or n x 1 matrices

U U1

U2 V2
u= , vV =

U, Un,

Addition and scalar multiplication are defined by

Ul + v )\u1
Uy + Vg Aug
utv= ) , u = i , AER.
Uy + Uy, AUy,
Given vectors vy, ..., vy and scalars A, ..., \x, the vector

W:>\1V1—|—"'+)\kvk

is called a linear combination of the vectors vy, ..., vy, with weights Ay, ... \z.
The first question we will ask today is: Given a vector w and vectors vy, ..., Vg,
can we find scalars A\q,..., A, such that w is a linear combination of vy,...v;?

In R? and R? we have a geometric notion of vector addition and scalar multiplication.
We think of vectors as arrows with a length and a direction.

The parallelogram law says that the sum u + v is given by placing the start of v where

: : |1 |2 ol 1+2] 13
u ends. Checkthlsbydrawmgu—[3},V—[1},andu+v—[3+1}_[4].

If A > 0 then scalar multiplication Au is the vector in the same direction as u with length

A times the length of u. Check this by drawing u= { ; ], 2u= [ 3 ; } = [ i }

Ex Let vi = [;] and vy = [_11} . Express b= [ﬂ as linear combinations of v; and vs.

Sol. We start by drawing a net of parallelograms with sides v; and v,. Then we see how far
we should go first in the v; and then in the vy direction to reach b. We see that b = v +2v,.

Ex Let vi= B] and vo= {i] . Express b= {g] as linear combinations of v; and vs.

Sol. Since vo = 2v; we can only reach vectors b which are on the line tv; for some ¢, but
this can not be equal to be for any ¢ since one of the components of b vanishes.



1 4 3 -1
ExLetaj=| 0 |,as=| 2 [,a3=]| 6 |,and b=| 8
3 14 10 -5
Determine if b is a linear combination of a;, a,, as.
Sol b is a linear combination of a;, a; and ag if we can find scalars 1, 22, x3 SO
r1a; + xoay + x3az = b.

If we write it out we get the vector equation

1 4 3 -1

T 0 + X9 2 + X3 6 = 8

3 14 10 -5
If we add up the vectors to the left we get o1+ Ay + 324 1
2$2 + 61’3 = 8
31’1 -+ 14$2 + 10.1'3 -5

i.e. we get a linear system of equations o1+ Ay + 325 = —1

2.1'2 + 6333 =8
31’1 -+ 14%2 + 101’3 =-5

The corresponding augmented matrix is

1 4 3 -1 14 3 -1 14 3 -1
0 2 6 8 |« |026 8 <01 3 4 (2)/2 <
3 14 10 -5 021 =21 (3)—3(1) 0 21 -2
14 3 -1 1 4 3 —1
<101 3 4 <101 3 4
00 =5 —10 | (3)—2(2) 001 2 (3)/(=h)
10 =9 =17 | (1) —4(2) 1 00 1 (1) +9(3)
<101 3 4 <1010 =2 (2)—3(3)
00 1 2 [0 01 2
i.e. we get the system Ty -1
) = -2
T3 =

and hence
b = a; — 2a, + 2a3

Note that a;, as, ag and b are columns of the augmented matrix [a1 as as b] . Hence solving

the vector equation b = xja; + x2as + x3as is the same as solving the linear system with

augmented matrix [a1 as as b} .

In general the vector equation
b:xlal+---+xkak
has the same solution set as the linear system with augmented matrix
[ a, - a; b ]

i.e. b can be generated as a linear combination of ay, - - - , a; if and only if there is a solution
to the linear system with the corresponding augmented matrix.



MATRIX MULTIPLICATION vy
Recall that the dot product of two vectors w = [w1 Woy . . .wn} and v = 1),2 is
WV = WiV + WUy + -+ - + w,vu, Un

One can think of linear system
Y a11xy + a1y + ... + a1, = by

2171 + A22%2 + ...+ Aoy = b2 (31)

Am1T1 + QmaXo + ... + Ty, = b,

as a single vector equation in matrix form

Ax = b, (3.2)
where
ail Q12 Q1n 1 by
A— G21 A2 Qin : x — X2 ’ b— by
am1 ar‘nZ ce Gmp -Tn bm

and matrix multiplication Ax of the m x n matrix A and the n x 1 column vector x
is defined to be the m x 1 column vector formed from the dot product of the row vectors
w; = [aﬂ Ao . . . am} of A with the column vector x:

a11r1 + a19T9 + ... + A1nTp Wi - X — Wi —
(911 + Q999 + ... + A9, T Wo - X . — Wgo —

Ax = : = : : if A= . (3.3)
Am1T1 + Qa2 + ... + ATy W - X - Wy —

Then (3.2) says that the column vector Ax is equal to the column vector b.
(3.1]) just says that the components of these column vectors are equal.

The product (3.3]) can be written as linear combination of the column vectors v; of A

11 12 Q1n ‘ ‘ |
21 22 ¢5) .

AX:.Tl . +xo| +-tx, 'n = X1V]i+XoVo+ - +TpVy, if A= |[viVve -V
Am1 A2 Amn | ‘ |

(3.4)) is multiplication by columns. ([3.3]) is multiplication by rows.

Multiplying by the m x n matrix A hence defines a map f: R” 3 x -+ Ax € R,
for each n x 1 column vector x we get an m X 1 column vector Ax defined by (3.3)).
The map is linear; A(x+y)=Ax+ Ay, A(Ax)=AAx. All linear maps are of this form.



1.5 IN LAY ET AL SOLUTION SETS OF LINEAR SYSTEMS

A homogeneous system is a system of the form
Ax =0

where A is an m x n matrix and 0 is the zero vector in R™.

A homogeneous system always has the trivial solution x = 0 so its consistent.

Consistent systems with a free variable have infinitely many solutions.

A homogeneous system has a nontrivial solution x # 0 if and only if it has free variables.
LE1+2$2—3I3:0

4$1 + 8I2 - 11I3 =0

Sol There is at least one free variable since there are 2 equations in 3 variables.

{1 2 -3 o}N e {1 2 -3 O]N +3(1) {1 2 0 0}

Ex 1 Describe the solution set of the system

48 —11 0 00 1 0 ol
T —+ 21‘2 = 0 PR T = _2x27 Ty = fl“ee, xr3 = 0
T3 = 0
XxX=| 22 | = T2 =z | 1 | =zv
T3 0 O

This is the parametric equation of a line through 0 in the direction of v
$1+2x2—3$3:0
41+ 8xy — 1lxs =2

sor |12 -3 0] 12 -30] 4311206
48 —11 2 —4(1) |00 1 2 001 2

Ex 2 Determine the solution set of

T 6 — 2[[‘2 6 —2
X=| 12 | = To =10 |+ 1 =p -+ a2V, Iy is a free parameter.
€T3 2 2 0

This is the parametric equation of a line through p in the direction of v, parallel to Ex 1.

If the nonhomogeneous equation Ax = b is consistent its solution set is parallel to the
solution set to the homogeneous equation Ax = 0.

Th Suppose Ax = b is consistent and let p be a solution. Then any other solution x = p+wvy,
where vy, is a solution to Avy;, = 0.
Pf Since matrix multiplication is linear A(p + v;) = Ap + Avy, = b.

Ex Describe the solution set to 1 — 2x9 — 223 = b for b =0, 1.
Sol x5 and z3 are free variables

X = To =0 | 4x| 1| 4+23]| 0| =p+ a2V +23Vs
ZIs3 0 0 1

Since x9 and w3 are free parameters this is the parametric vector equation of a plane
through p and parallel to the vectors v; and vs.
If b=0 its the plane spanned by vy, vy and if b#0 it is a plane parallel to this plane.



SUMMARY AND CONCEPTUAL QUESTIONS

We can now write a linear system with augmented matrix

2 34 9
[—3 10 —2]’ (3:5)
as a System of Linear Equations
211 + 329 + 423 =9
—3$1 + 29 = -2 (36)

as a Vector Equation

(Al i)-[5] e

2 3 41| 9
3 10| |7 -2

X3

or as a Matrix Equation

Viewing the system as the intersection of planes is called the row picture since each
equation corresponds to a row of the augmented matrix (3.5)).

Viewing the system as a linear combination of vectors is called the column picture
since each vector corresponds to a column of the augmented matrix (3.5]).

Matrix multiplication can be calculated in two ways corresponding to the row picture:

1—4 | 7 1.7+ (—4)-(—6) 31
3 2 —6}: 3-7T+ 2-(=6) |= 9
05 0-7+5-(—6) -30

respective;y the column picture:

[ 1 —4 ] . 1 —4 7 24 31
3 2 [—6}:7 3| +-6] 2 =21 |+ | —12 | = 9
0 5 0 5 0 —-30 —-30

An nxn matrix A gives a linear map R"3x—Ax€R" i.e. A(x+y) = Ax+Ay, A(A\x) = A(x).

If A is an n x n matrix, we have learned that the linear system
Ax=Db

can be solved uniquely for everyb iff the reduced row echelon form has only1’s in the diagonal.

An nxn matrix B is called an inverse of an nxn A if the solution to Ax = b can be give as
x = Bb

Question When does an n x n matrix A have an inverse? Hint: Try the 2 x 2 case.

The system Ax = 0 is called the homogeneous equation:
Ax =0

It always has the trivial solution x = 0. A solution x # 0 is called nontrivial.

Question Let A be an nxn matrix. When does the system Ax=0 have a nontrivial solution?
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