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1a. [15 points] Given the following system of equations:

x− 3y + z = 1

x+ y + 2z = 14

find all solutions using Gauss-Jordan elimination procedure. Is this an example of a consistent system?
Why?

Solution: Compute the reduced row-echelon form of the augmented matrix

B =

[
1 −3 1 1
1 1 2 14

]
→ · · · →

[
1 0 7

4
43
4

0 1 1
4

13
4

]
= rref(B)

The solutions of the system are

x =
43

4
− 7

4
z, y =

13

4
− 1

4
z, z = any real number

The system has infinitely many solutions and is consistent.

1b. [10 points] Can the following system of equations:

x− y + z = 1

x+ y − 2z = 2

2x− z = 3

have a single solution? Justify your answer.

Solution: The system has a unique solution if and only if the rank of the matrix of the coefficients is
3. We therefore compute such rank

A =

1 −1 1
1 1 −2
2 0 −1

 → · · · →

1 0 − 1
2

0 1 − 3
2

0 0 0

 = rref(A)

Since rk(A) = 2 < 3 the system cannot have a single solution.
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2. [25 points] Given the matrix

A =


1 0 1 1 2
−1 1 1 0 0
0 1 1 1 1
1 0 1 1 2


Can the system

A · −→x =
−→
b , −→x ∈ R5

have infinitely many solutions for some vector
−→
b ∈ R4 and be inconsistent for some other vector−→

b1 ∈ R4? If yes, give two such vectors. Explain your answer.

Hint. Study the reduced row-echelon form of the matrix (A |
−→
b ).

Solution: A necessary condition for the system A · −→x =
−→
b to have infinitely many solutions, for some−→

b ∈ R4, is that the rank of the matrix A of the coefficients is less than 5. This condition is satisfied
since rk(A) 6 4 anyway.

Moreover, a necessary condition for the system A · −→x =
−→
b1 to be inconsistent, for some

−→
b1 ∈ R4, is

rk(A) < 4. We therefore compute this rank

A =


1 0 1 1 2
−1 1 1 0 0
0 1 1 1 1
1 0 1 1 2

 → · · · →


1 0 0 1 1
0 1 0 1 0
0 0 1 0 1
0 0 0 0 0

 = rref(A)

Thus rk(A) = 3 and the question is plausible. We determine the reduced row-echelon form of the
augmented matrix

[
A

−→
b
]
=


1 0 1 1 2 b1
−1 1 1 0 0 b2
0 1 1 1 1 b3
1 0 1 1 2 b4

 → · · · →


1 0 0 1 1 −b2 + b3
0 1 0 1 0 −b1 − b2 + 2b3
0 0 1 0 1 b1 + b2 − b3
0 0 0 0 0 b4 − b1



It follows that for
−→
b =


b1
b2
b3
b1

, with b1, b2, b3 ∈ R, the system has infinitely many solutions and for

−→
b1 =


b1
b2
b3
b4

, with b4 ̸= b1, b4 ∈ R, the system is inconsistent.
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3. [25 points] Given the following transformations:

(a) f1 : R2 → R2 f1(x1, x2) = (x1 + 2x2, e
x1+x2)

(b) f2 : R3 → R5 f2(x1, x2, x3) = (x1 − x2, x1 + x3, 3x1 + x2, x1, 5x3)

(c) f3 : R3 → R3 f3(x1, x2, x3) = (x1, x2 + 1, x3)

(d) f4 : R3 → R3 f4(x1, x2, x3) = (x1 + x2, x2, x1 − x3)

- Which are linear?

- For each linear transformation in the above list write the associated matrix.

- Which of the linear transformations in the above list are invertible?

- For each invertible linear transformation in the above list write the inverse transformation explicitly.

Solution: (a) f1 is not linear as the exponential function is not a linear map.

(b) f2 is linear: f2(
−→x ) = (f2)A(

−→x ), with

A =
[
f2(

−→e1) f2(
−→e2) f2(

−→e3)
]
=


1 −1 0
1 0 1
3 1 0
1 0 0
0 0 5


However, A is not invertible as A is not a square matrix.

(c) f3 is not linear since x2 + 1 is not homogeneous.

(d) f4 is a linear transformation: f4(
−→x ) = (f4)B(

−→x ), with

B =

1 1 0
0 1 0
1 0 −1


Moreover, f4 is invertible since rk(B) = 3. We compute the inverse by applying the Gauss-Jordan
procedure

[
B I3

]
=

1 1 0 1 0 0
0 1 0 0 1 0
1 0 −1 0 0 1

 → · · · →

1 0 0 1 −1 0
0 1 0 0 1 0
0 0 1 1 −1 −1

 = rref(
[
B I3

]
) =

[
I3 B−1

]
Thus f−1

4 (−→x ) = (x1 − x2, x2, x1 − x2 − x3).
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4. [25 points] (ANSWER THIS QUESTION OR NUMBER 5)

State whether the following statements are true or false. If true explain your answer, if false give an
example for which the statement is false:

(a) Let A, B and C be three (2× 2)-matrices.

AB = AC =⇒ B = C

(b) If the 3 × 3 matrix A has rank 3, then any linear system with coefficient matrix A has a unique
solution.

(c) The vector


1
0
1
2

 is orthogonal to the vector


0
1
2
−1


(d) For a n×m matrix A and 2 vectors

−→
b1 ,

−→
b2 ∈ Rm the following statement holds

A · −→x =
−→
bi inconsistent system, for i = 1, 2 =⇒ A · −→x = (

−→
b1 +

−→
b2) inconsistent system

Solution: (a) is false: take A =

[
1 0
1 0

]
, B =

[
0 0
1 0

]
, C =

[
0 0
2 0

]
. Then AB = 0 = AC but B ̸= C.

(b) is true since A is invertible.

(c) is true as 1 · 0 + 0 · 1 + 1 · 2 + 2 · (−1) = 0

(d) is false: take A =

1 1
1 1
0 0

, −→
b1 =

10
0

, −→
b2 =

01
0

. Note that rk(A) = 1 and that A · −→x =

k

11
0

, as k varies in R. The system A · −→x =

11
0

 has infinitely many solutions:

[
1
0

]
,

[
0
1

]
,

[
2
−1

]
,[

3
−2

]
,....,

[
−1
2

]
,

[
−2
3

]
,...
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5. [25 points] (ANSWER THIS QUESTION OR NUMBER 4)

State whether the following statements are true or false. If true explain your answer, if false give an
example for which the statement is false:

(a) If A is a 2× 2 matrix such that A2 = A ·A = 0, then A = 0 (the zero matrix).

(b) If A, B and C are 2× 2 invertible matrices, then (A+B)C is invertible.

(c) −→u , −→v orthogonal, unit vectors =⇒ −→u +−→v , −→u −−→v orthogonal vectors.

(d) The matrix

[
2 0
0 −2

]
describes a reflection about a line in R2.

Solution: (a) is false: take A =

[
0 1
0 0

]
.

(b) is false: take A = I2, B =

[
0 1
1 0

]
, C = A = I2 and note that A+B is not invertible.

(c) is true: (−→u +−→v ) · (−→u −−→v ) = |−→u |2 − |−→v |2 −−→u · −→v +−→u · −→v = 0.

(d) is false since the matrix of a reflection about a line in R2 is of type

[
a b
b −a

]
, with a2 + b2 = 1.
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6. [20 points] (BONUS: ANSWER THIS QUESTION TO GET EXTRA POINTS)

Define the linear transformation TA : R3 → R3 (i.e. write the matrix A) satisfying the following
requirements:

(a) TA(
−→x ) =

−→
0 if (and only if) −→x = (c)

−→
b =

10
1

, (c ∈ R)

(b) TA(x, y, z) = {(x, y, z) ∈ R3 | x+ z = 0} for all

xy
z

 ̸=
−→
b

Is such TA invertible? Justify your answer.

Hint.
−→
b is orthogonal to the plane x+z = 0. Thus TA(

−→x ) = −→x −(−→x )⊥, where (−→x )⊥ is the orthogonal

projection of −→x along (the line through)
−→
b .

Solution: TA(
−→x ) describes the orthogonal projection of a vector −→x ∈ R3 onto the plane P defined by

the equation x+ z = 0.

We let −→u = 1√
2

10
1

 be the unit vector orthogonal to the plane P . Then

TA(
−→x ) = −→x − (−→x )⊥ =

1

2

 1 0 −1
0 1 0
−1 0 1

 · −→x

TA is not invertible since the transformation describes a projection onto a plane and rk(A) = 2 < 3.

Remark: The Hint clearly suggests to consider as TA the linear transformation orthogonal projection

onto the plane x+z = 0. For such transformation TA(
−→x ) =

−→
0 iff −→x is any vector on the line orthogonal

to that plane.
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