Lecture 22 7.3 Eigenvectors. The equation

a11x1 + ai2x2 = Y1
(7.3.1) Ax =y or
2171 + A2%2 = Yo

can be viewed as a map transforming the vector x € R? into the vector y € R?.
Examples of such transformations are scalar multiplication or rotations of a vector.
Vectors that are transformed into a multiple of themselves play an important role:

Ex 1 Let A= {_12 _ﬂ, x(1) — E], x(2)— [ 11]. Then Ax(M=—x1 Ax(® =3x(2)

Note that x(!) and x(?) form a basis; any vector in the plane can be written

(7.3.2) x — {xl] — @ [ﬂ +¥ [_11] — e1xM 4 cpx®@.

Knowing how A transforms x(!) and x(?) determines how it transforms any vector
Ax = A(clx(l) + CQX(Q)) = cle(l) + CQAX(Q) = —C1X(1) + 302x(2)

Def Let A be an n x n matrix. A scalar A such that Ax = Ax for some x # 0 is
called an eigenvalue and the corresponding vector x is called an eigenvector.

How do we find eigenvectors? Well Ax = Ax, for some x # 0 is the same as
(7.3.3) (A—M)x =0, x#0

which is equivalent to that A — A\I is not invertible which is equivalent to that
(7.3.4) p(A\) =det (A—AI)=0

This is called the characteristic polynomial for the matrix A and is equal to

aj;—A a2
a1 aga—A\

‘ = (a11 — N)(az — A) = A= (a11 + a2)\ + a11a22 — ay2a93 =0

1 -2
-2 1
Sol The eigenvalues are solution of the characteristic equation (7.3.4):

Ex 2 Find the eigenvalues and eigenvectors of A = [

1—-XA -2

det(A—)\I):‘ 9 11

':(1—>\)2—22:(1—)\—2)(1—>\—|—2):0

The eigenvalues are \; = —1 and A2 = 3. The eigenvectors are solutions to (7.3.3):
If A= X; = —1 then (7.3.4) becomes

2 =2][al (o 26, —26, = 0 f1=a 1
(A_Alng_{—z 2} [gﬂ‘{o} @ e4%6-0 © G- 5(1)_{1}
If A = Ay = 3 then (7.3.4) becomes

[-2-21T&a 1 [0 96,26, = 0 =0 o [-1
(A_AZM_[—Q —21 {m'lz]_{o} <~ —25—252:0 <~ gi:ﬂ’ 5(2)_{1}

We can pick any numbers o # 0 and g # 0, e.g. «a =1 and g = 1.
1



2 00
Ex 3 Find the eigevales and eigenspaces of A -1 3 1
-1 1 3
Sol Characteristic polynomial (2 — \)2(4 — \)
2 00 2 0 0 0 0 O
A-2I=1|-1 3 1| —-10 2 0f=1|-1 1 1|and (A—2I)x = 0 has
-1 1 3 0 0 2 -1 1 1
0 0 0 O 1 -1 -1 0
augmented matrix -1 1 1 0| ~ |0 0 0 O & xp—a9—2x3 =0
-1 1 1 0 0 0 0 O
T a+p 1 1
and hence |z | = « =qa|1| +p|0]| spann the eigenspace.
T3 6 0 1
-2 0 0 -2 0 0 O 10 0 O
A—4I = | -1 -1 1 |,augmented matrix | -1 -1 1 O]~ [0 1 =1 O
-1 1 1 -1 1 -1 0 0 0 0 O
— T 0 {o
& { and hence |zo | = |7 ]| =7 |1
T9 — T3 = T3 o 1
2 4 6
Ex 4 Find the eigevales and eigenspaces of A= |0 2 2
0 0 4
Sol The eigenvalues det (A — \I) = (A — 2)%(A —4) = 0.
0 4 6
Basisfor A=2: A—2I = |0 0 2| and (A — 2I)x = 0 has augmented matrix
0 0 2
0 4 6 0 01 0 0 x1 1
00 2 0|l~1]0 010 & 1x9=x3=0and hence |29 | = |0
0 0 2 0 0 0 0 0 x3 0
T 5
Basis for A = 4: After some work we get |zo | =8 | 1
I3 1

There are not three linearly independent eigenvectors.



7.5 Linear Systems of differential equations. Let us now return to the system

/
1 =a112x1 + ajox
1 1171 1222
(7.5.1) x' = Ax, or , :
Ty = Q2121 1 G22T2

How will we find solutions to such systems? Recall that we found solution to 2’ = ax
where a is a constant by trying with x = ce™. Then 2/ = rce™ = rz = ax if r = a.
In fact the solution to the simple system

) =rir . x1 = cre"t

is
xh = romwe Ty = coe”?

(7.5.2)

Let us therefore try with
(7.5.3) x = Ee"t

where 7 is a number and & = (£;,£2)7 is a constant vector to be determined. For
this to be a solution we must have

x' =rée = Ate" = Ax
or if we cancel the scalar factor e"*:
(7.5.4) (A—rl)¢ =0, E#0

Therefore (7.5.3) is a solution to (7.5.1) if r is an eigenvalue and £ an eigenvector.
We have seen that r is an eigenvalue if it satisfies the characteristic equation. If the
characteristic equation has two distinct real roots r; # r9, then the corresponding
eigenvectors x(1) and x) are linearly independent. Each eigenvector corresponds
to one solution and the system decouples into two equations in the two different di-
rections corresponding to the eigenvector. It basically becomes the system (7.5.2) if
we change coordinates so the coordinate axis are in the direction of the eigenvectors.

Ex 6 Find the solution to the system x’ = _12 _12] x, with x(0) = Z
Sol In a previous ex. we showed that &) = } and £®)= {_11] are eigenvectors
with eigenvalues 11 =—1 and ro =3. It follows that for any constants ¢; and cs

X = clE(l)erlt + 025(2)6T2t
is a solution, and since £, €2 form a basis we can find ¢; and ¢, such that

x(0) = c1€W + 6@

Uil Rl

Hence ¢; = (a +b)/2 and ¢y = (a — b)/2 so the solution is

X—26|:1:|—|—26_1.

In fact by (7.3.2)




